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1. Introduction

Wireless Sensor Networks (WSNs) emerged as an important research area (Estrin et al., 2001). This development was encouraged by the dramatic advances in sensor technology, wireless communications, digital electronics and computer networks, enabling the development of low cost, low power, multi-functional sensor nodes that are small in size and can communicate over short distances (Akyildiz et al., 2002). When they work as a group, these nodes can accomplish far more complex tasks and inferences than more powerful nodes in isolation. This led to a wide spectrum of possible military and civilian applications, such as battlefield surveillance, home automation, smart environments and forest fire detection.

On the down side, the wireless sensors are usually left unattended for long periods of time in the field, which makes them prone to failures. This is due to either sensors running out of energy, ageing or harsh environmental conditions surrounding them. Besides the random noise, these cheap sensors tend to develop drift in their measurements as they age. We define the drift as a slow, unidirectional long-term change in the sensor measurement. This poses a major problem for end applications, as the data from the network becomes progressively useless. An early detection of such drift is essential for the successful operation of the sensor network. In this process, the sensors, which otherwise would have been deemed unusable, can continue to be used, thus prolonging the effective life span of the sensor network and optimising the cost effectiveness of the solutions.

A common problem faced in large scale sensor networks is that sensors can suffer from bias in their measurements (Bychkovskiy et al., 2003). The bias and drift errors (systematic errors) have a direct impact on the effectiveness of the associated decision support systems. Calibrating the sensors to account for these errors is a costly and time consuming process. Traditionally, such errors are corrected by site visits where an accurate, calibrated sensor is used to calibrate other sensors. This process is manually intensive and is only effective when the number of sensors deployed is small and the calibration is infrequent. In a large scale sensor
network, constituted of cheap sensors, there is a need for frequent recalibration. Due to the size of such networks, it is impractical and cost prohibitive to manually calibrate them. Hence, there is a significant need for auto calibration (Takruri & Challa, 2007) in sensor networks. The sensor drift problem and its effects on sensor inferences is addressed in this work under the assumption that neighbouring sensors in a network observe correlated data, i.e., the measurements of one sensor is related to the measurements of its neighbours. Furthermore, the physical phenomenon that these sensors observe also follows some spatial correlation. Moreover, the faults of the neighbouring nodes are likely to be uncorrelated (Krishnamachari & Iyengar, 2004). Hence, in principle, it is possible to predict the data of one sensor using the data from other closely situated sensors (Krishnamachari & Iyengar, 2004; Takruri & Challa, 2007). This predicted data provides a suitable basis to correct anomalies in a sensor’s reported measurements. At this point, it is important to differentiate between the measurement of the sensor or the reported data which may contain bias and/or drift, and the corrected reading which is evaluated by the error correction algorithms. The early detection of anomalous data enables us not only to detect drift in sensor readings, but also to correct it.

In this work, we present a general and comprehensive framework for detecting and correcting both the systematic (drift and bias) and random errors in sensor measurements. The solution addresses the sparse deployment scenario of WSNs. Statistical modelling rather than physical modelling is used to model the spatio-temporal cross correlations among sensors’ measurements. This makes the framework presented here likely to be applicable to most sensing problems with minor changes. The proposed algorithm is tested on real data obtained from the Intel Berkeley Research Laboratory sensor deployment. The results show that our algorithm successfully detects and corrects drifts and noise developed in sensors and thereby prolongs the effective lifetime of the network.

The rest of the chapter is organised as follows. Section 2 presents the related work on error detection and correction in WSNs literature. We present our network structure and the problem statement in Section 3. Sections 4 and 5 formulate the Support Vector Regression and Unscented Kalman Filter framework for error correction in sensor networks. Section 6 evaluates the proposed algorithm using real data and section 7 concludes with future work.

2. Related Work

The sensor bias and drift problems and their effects on sensor inferences have rarely been addressed in the sensor networks literature. In contrast, the bias correction problem has been well studied in the context of the multi-radar tracking problem. In the target tracking literature the problem is usually referred to as the registration problem (Okello & Challa, 2003; Okello & Pulford, 1996). When the same target is observed by two sensors (radars) from two different angles, the data from those two sensors can be fused to estimate the bias in both sensors. In the context of image processing of moving objects, the problem is referred to as image registration, which is the process of overlaying two or more images of the same scene taken at different times, from different viewpoints, and/or by different cameras. It geometrically aligns two images: the reference and sensed images (Brown, 1992). Image registration is a crucial step in all image analysis tasks in which the final information is gained from the combination of various data sources like in image fusion (Zitova & Flusser, 2003). That is, in order to fuse two sensor readings, in this case two images, the readings must first be put into a common coordinate systems before being fused. The essential idea brought forth by the solution to the registration problem is the augmentation of the state vector with the bias components. In other words, the problem is enlarged to estimate not only the states of the targets, using the radar
measurements for example, but also the biases of the radars. This is the approach we consider in the case of sensor networks. Target tracking filters, in conjunction with sensor drift models are used to estimate the sensor drift in real time. The estimate is used for correction and as a feedback to the next estimation step. The presented methodology is a robust framework for auto calibration of sensors in a WSN.

A straightforward approach to bias calibration is to apply a known stimulus to the sensor network and measure the response. Then comparing the ground truth input to the response will result in finding the gain and offset for the linear drifts case (Hoadley, 1970). This method is referred to by (Balzano & Nowak, 2007) as non-blind calibration since the ground truth is used to calibrate the sensors. Another form of non-blind calibration is manually calibrating a subset of sensors in the sensor network and then allowing the non-calibrated sensors to adjust their readings based on the calibrated subset. The calibrated subset in this context form a reference point to the ground truth (Bychkovskiy, 2003; Bychkovskiy et al., 2003). The above mentioned methods are impractical and cost prohibitive in the case of large scale sensor networks.

The calibration problem of the sensor network was also tackled by (Balzano & Nowak, 2007; 2008) in a different fashion. They stated that after sensors were calibrated to the factory settings, when deployed, their measurements would differ linearly from the ground truth by certain gains and offsets for each sensor. They presented a method for estimating these gains and offsets using subspace matching. The method only required routine measurements to be collected by the sensors and did not need ground truth measurements for comparison. They referred to this problem as blind calibration of sensor networks. The method did not require dense deployment of the sensors or a controlled stimulus. However, it required that the sensor measurements are at least slightly correlated over space i.e. the network over sampled the underlying signals of interest. The theoretical analysis of their work did not take noise into consideration and assumed linear calibration functions. Therefore, the solution might not be robust in noisy conditions and will probably result in wrong estimates if applied in a scenario where the relationship between the measurement and the ground truth is nonlinear. The evaluations they presented showed that the method worked better in a controlled environment. An earlier work on blind calibration of sensor nodes in a sensor network was presented in (Bychkovskiy, 2003; Bychkovskiy et al., 2003). They assumed that the sensors of the network under consideration were sufficiently densely deployed that they observed the same phenomenon. They used the temporal correlation of signals received by neighbouring sensors when the signals were highly correlated to derive a function relating the bias in their amplitudes. Another method for calibration was considered by (Feng et al., 2003). They used geometrical and physical constraints on the behaviour of a point light source to calibrate light sensors without the need for comparing the measurement with an accurate sensor (ground truth). They assumed that the light sensors under consideration suffered form a constant bias with time.

The authors in (Whitehouse & Culler, 2002; 2003) argued that calibrating the sensors in sensor networks is a problematic task since it comprises large number of sensor that are deployed in partially unobservable and dynamic environments and may themselves be unobservable. They suggested that the calibration problem in sensor/actuator networks should be expressed as a parameter estimation problem on the network scale. Therefore, instead of calibrating each sensor individually to optimise its measurement, the sensors of the network are calibrated to optimise the overall response of the network. The joint calibration method they presented calibrated sensors in a controlled environment. The method was tested on an ad-hoc localisation
system and resulted in reducing the error in the measured distance from 74.6% to 10.1%. The authors claimed that the joint calibration method could be transformed into an auto calibration technique for WSNs in an uncontrolled environment i.e. some form of blind calibration where the value of the ground truth measurement (here the distance) is unknown. They formulated the problem as a quadratic programming problem. Similar to (Whitehouse & Culler, 2002; 2003), blindly calibrating range measurements for localisation purposes between sensors using received signal strength and/or time delay were considered in (Ihler et al., 2004; Taylor et al., 2006).

The work of (Elnahrawy & Nath, 2003) aimed to reduce the uncertainties in the sensors readings. It introduced a Bayesian framework for online cleaning of noisy sensor data in WSNs. The solution was designed to reduce the influence of random errors in sensors measurements on the inferences of the sensor network but did not address systematic errors. The framework was applied in a centralised fashion and on synthetic data set and showed promising results. The author of (Balzano, 2007) described a method for in-situ blind calibration of moisture sensors in a sensor network. She used the Ensemble Kalman Filter (EnKF) to correct the values measured by the sensors, or in other words, to estimate the true moisture at each sensor. The state equation was governed by a physical model of moisture used in environmental and civil engineering and the measurements were assumed to be related to the real state by a certain offset and gain. The state (moisture) vector was augmented with the calibration parameters (gain and offset) and then the gains and offsets were estimated to recover the correct state from the measurements.

Another method for detecting a single sensor failure that is a part of an automation system (a sort of wired sensor network) was proposed by (Sallans et al., 2005). Using the incoming sensor measurement, a model for the sensor behaviour was constructed and then optimised using an online maximum likelihood algorithm. Sensor readings were compared with the model. In event that the sensor reading deviated from the modelled value by a certain threshold, the system labelled this sensor as faulty. On the other hand, when the difference was small, the system automatically adapted to it. This made the system capable of adapting to slow drifts. A neural network-based instrument surveillance, calibration and verification system for a chemical processing system (a sort of wired sensor network) was introduced in (Xu et al., 1998). The neural network used the correlation in the measurements of the interconnected sensors to correct the drifting sensors readings. The sensors that were discovered to be faulty were replaced automatically with the best neural network estimate thus restoring the correct signal. The performance of the system depended on the degree of correlation of the sensors readings. It was also found that the robustness of the monitoring network was related to the amount of signal redundancies and the degree of signal correlations. The authors concluded that their system could be used to continuously monitor sensors for faults in a plant. However, they noted that retraining the entire network may be necessary for major changes in plant operating conditions.

Support Vector Machines (SVM) were used in (Rajasegarar et al., 2007) to detect anomalies and faulty sensors of a sensor network. The data reported by the sensors were mapped from the input space (the space where the features are observed) to the feature space (higher dimensional space) using kernels. The projected data were then classified into clusters and the data points that did not lie in a normal data cluster were considered anomalous. The sensor that always reported anomalous data was considered faulty. The authors of (Guestrin et al., 2004) presented a method for in-network modelling of sensor data in a WSN. The method used kernel linear regression to fit functions to the data measured.
by the sensors along a time window. The basis functions used were known by the sensors. Therefore, if a sensor knew the weights of its neighbour, it would be able to answer any query about the neighbour within the time window. So instead of sending the measured data of the whole window period from one sensor to another, sending the weights would considerably reduce the communication overhead. This was one of the aims of the method. The other aim was to enable any sensor in the network to estimate the measured variable at points within the network where there were no sensors using the spatial correlation in the network.

An application for the introduced method is computing contour levels of sensor values as in (Nowak & Mitra, 2003). Even that the work in (Guestrin et al., 2004) considered the unreliable communication between distant sensors and the noise in sensor readings, it did not address the systematic errors (drift and bias) which can build up along time and propagate among sensors causing the continuously modelled functions to produce estimates that deviate from the ground truth values.

In addition to its superb capabilities in generalisation, function estimation and curve fitting, Support Vector Machines (SVR) is used in other applications such as forecasting and estimating the physical parameters of a certain phenomenon. In (Wang et al., 2003), SVR was utilised in medical imaging for nonlinear estimation and modelling of functional magnetic resonance imaging (fMRI) data to reflect their intrinsic spatio-temporal autocorrelations. Moreover, SVR was used in (Gill et al., 2006) to successfully predict the ground moisture at a site using meteorological parameters such as relative humidity, temperature average solar radiation, and moisture measurements collected from spatially distinct locations. A similar experiment to predict ground moisture was reported in (Gill et al., 2007). In addition to using the SVR to predict the moisture measurements ahead in time, they introduced the use of an EnKF to correct or match the predicted values with the real measurements at certain points of time (whenever measurements are available) to keep the predicted values close to the measurements taken on site and eventually reduce the prediction error.

The above survey, has introduced most of the work undertaken in the area of fault detection and fault detection/correction in wireless sensor networks. This research approaches the problem in a more comprehensive manner resulting in several novel solutions for detecting and correcting drift and bias in WSNs. It does not assume linearity of the sensor faults (drift) with time and addresses smooth drifts and drifts with sudden changes and jumps. It also considers the cases when the sensors of the network are densely and sparsely (non densely) deployed. Moreover, it introduces recursive online algorithms for the continuous calibration of the sensors. In addition to all of that, the solutions presented are decentralised to reduce the communication overhead. Some of the papers that have arisen from this research are surveyed below: (Takruri & Challa, 2007) introduced the idea of drift aware wireless sensor network which detects and corrects sensors drifts and eventually extends the functional life time of the network. A formal statistical procedure for tracking and detecting smooth sensors drifts using decentralised Kalman Filter (KF) algorithm in a densely deployed network was introduced in (Takruri, Aboura & Challa, 2008; Takruri, Challa & Chakravorty, 2010). The sensors of the network were close enough to have similar temperature readings and the average of their measurements was taken as a sensible estimate to be used by each sensor to self-assess. As an upgrade for this work, the KFs were replaced in (Takruri, Challa & Chakravorty, 2010; Takruri, Challa & Chakravorty, 2008) by interacting multiple model (IMM) based filters to deal with unsmooth drifts. A more general solution was considered in (Takruri, Rajasegarar, Challa, Leckie & Palaniswami, 2008). The assumption of dense sensor deployment was relaxed. Therefore, each sensor in the network ran an SVR algorithm on its neighbours'
corrected readings to obtain a predicted value for its measurements. It then used this predicted data to self-assess its measurement, detect (track) its drift using a KF and then correct the measurement.

A more robust and reliable decentralised algorithm for online sensor calibration in sparsely deployed wireless sensor networks was presented in (Takruri, Rajasegarar, Challa, Leckie & Palaniswami, 2010). The algorithm represents a substantial improvement of method in (Takruri, Rajasegarar, Challa, Leckie & Palaniswami, 2008). By using an Unscented Kalman Filter (UKF) instead of the KF, the bias in the estimated temperature (system error) was dramatically reduced compared to that reported in (Takruri, Rajasegarar, Challa, Leckie & Palaniswami, 2008). This is justified by the fact that UKF is a better approximation method for propagating the mean and covariance of a random variable through a nonlinear transformation than the KF is. The algorithm was then upgraded in (Takruri et al., 2009) to become more adaptable for under sampled sensor measurements and consequently, allowing for reducing the communication between sensors and maintain the calibration. This led to reducing the energy consumed from the batteries. Unlike the work in (Balzano, 2007), statistical modelling rather than physical relations was used to model the spatio-temporal cross correlations among the sensors measurements. Similar to (Takruri, Rajasegarar, Challa, Leckie & Palaniswami, 2008), statistical modelling was achieved by applying SVR. This in principal made the framework applicable to most sensing problems without needing to find the physical model that describes the phenomenon under observation, and without the need to abide by the constraints of that physical formulation. The algorithm runs recursively and is fully decentralised. It does not make assumptions regarding the linearity of the drifts as opposed the work in (Balzano & Nowak, 2007). The implementation of the algorithm on real data obtained from the Intel Berkeley research laboratory (IBRL) showed a great success in detecting and correcting sensors drifts and extending the functional lifetime of the network.

In this chapter, we present another model for error detection and correction in sparsely deployed WSNs. Similar to (Takruri, Rajasegarar, Challa, Leckie & Palaniswami, 2010), SVR is used to model the spatio-temporal cross correlations among the sensors measurements to obtain a predicted value for the actual ground truth measurements and Unscented Kalman Filter is used to estimate the corrected sensors readings. However, both algorithms are substantially different in terms of the training data set used for training the SVR framework, the dynamic equations that govern the models and the estimated variables. The state transition function in the new model is taken to be linear resulting in much lower computational complexity than (Takruri, Rajasegarar, Challa, Leckie & Palaniswami, 2010) and comparable results.

3. Network Structure and Problem Statement

Consider a wireless sensor network with a large number of sensors distributed randomly in a certain area of deployment such as the one shown in Figure 1. The sensors are grouped in clusters (sub-networks) according to their spatial proximity. Each sensor measures a phenomenon such as ambient temperature, chemical concentration, noise or atmospheric pressure. The measurement, say temperature, is considered to be a function of time and space. As a result, the measurements of sensors that lie within the same cluster can be different from each other. For example, a sensor closer to a heat source or near direct sunlight will have readings higher than those in a shaded region or away from the heat source. An example of a cluster is shown using a circle in Figure 1. The sensors within the cluster are considered to be capable of communicating their readings among each other.
As time progresses, some nodes may start experiencing drift in their readings. If these readings are collected and used from these nodes, they will cause the users of the network to draw erroneous conclusions. After some level of unreliability is reached, the network inferences become untrustworthy. Consequently, the sensor network becomes useless. In order to mitigate this problem of drift, each sensor node in the network has to detect and correct its own drift using the feedback obtained from its neighbouring nodes. This is based on the principle that the data from nodes that lie within a cluster are correlated, while their faults or drifts instantiations are likely to be uncorrelated. The ability of the sensor nodes to auto-detect and correct their drifts helps to extend the effective (useful) lifetime of the network. In addition to the drift problem, we also consider the inherent bias that may exist within some sensor nodes. There is a distinct difference between these two types of errors. The former changes with time and often becomes accentuated, while the latter, is considered to be a constant error from the beginning of the operation. This error is usually caused by a possible manufacturing defect or a faulty calibration.

The sensor drift that we consider in this work is slow smooth drift that we model as linear and/or exponential function of time. It is dependent on the environmental conditions, and strongly relate to the manufacturing process of the sensor. It is highly unlikely that two electronic components fail in a correlated manner unless they are from the same integrated circuit. Therefore, we assume that the instantiations of drifts are different from one sensor to another in a sensor neighbourhood or a cluster. Figure 2 shows examples of the theoretical models for smooth drift.

Consider a sensor sub-network that consists of \( n \) sensors deployed randomly in a certain area of interest. Without loss of generality, we choose a sensor network measuring temperature, even though this is generally applicable to all other types of sensors that suffer from drift and bias problems. Let \( T \) be the ground truth temperature. \( T \) varies with time and space. Therefore, we denote the temperature at a certain time instance and sensor location as \( T_{i,k} \) where \( i \) is the sensor number and \( k \) is the time index. At each time instant \( k \), node \( i \) in the sub-network measures a reading \( r_{i,k} \) of \( T_{i,k} \). It then estimates and reports a drift corrected value \( x_{i,k} \) to its neighbours. The corrected value \( x_{i,k} \) should ideally be equal to the ground truth temperature \( T_{i,k} \). If all nodes are perfect, \( r_{i,k} \) will be equal to the \( T_{i,k} \), and the reported values will ideally be equal to the readings, i.e., \( x_{i,k} = r_{i,k} \).
To estimate the corrected value $x_{i,k}$, each node $i$ first finds a predicted value $\tilde{x}_{i,k}$ for its temperature as a function of the corrected measurements collected from its neighbours in the previous time step using $\tilde{x}_{i,k} = f(\{x_{j,k-1}\}_{j=1,j\neq i}^n)$. Then it fuses this predicted value together with its measurement $r_{i,k}$ and the projected drift $d_{i,k}$ to result in an error corrected sensor measurement $x_{i,k}$. In practice, each sensor reading comes with an associated random reading error (noise), and a drift $d_{i,k}$. This drift may be null or insignificant during the initial period of deployment, depending on the nature of the sensor and the deployment environment. The problem we address here is how to account for the drift in each sensor node $i$, using the predicted value $\tilde{x}_{i,k}$, so that the reading $r_{i,k}$ is corrected and reported as $x_{i,k}$.

In the following sections, $\tilde{x}_{i,k}$ is computed using a support vector regression (SVR) modelled function that takes into account the temporal and spatial correlations of the sensor measurements. In this work, SVR approximates $\tilde{x}_{i,k}$ using the previous corrected readings of all the sensors in the neighbourhood (cluster) excluding the sensor itself $\tilde{x}_{i,k} = f(\{x_{j,k-1}\}_{j=1,j\neq i}^n)$.

4. Modelling and predicting measurements using Support Vector Regression

The purpose of using Support Vector Regression (SVR) is to predict the actual sensor measurements $\tilde{x}_{i,k}$ of a sensor node $i$ at time instant $k$ using the corrected measurements from neighbouring sensors. The intention is that each sensor learns a model function $f(.)$ that can be used for predicting its subsequent actual (error free) measurements throughout the whole period of the experiment. SVR implements this in two phases, namely the training phase and the running phase. During the training phase, sensor measurements collected during the initial deployment period (training data set) are used to model the function $f(.)$. During the running phase, the trained model $f(.)$ is used to predict the subsequent actual sensor measurements $\tilde{x}_{i,k}$.

We assume that the training data (collected during the initial periods of deployment) is void of any drift and can be used for training the SVR at each node. This is a reasonable assumption in practice, as the sensors are usually calibrated before deployment to ensure that they are working in order. Similar to our work in (Takruri, Rajasegarar, Challa, Leckie & Palaniswami, 2010), we use the widely used Gaussian kernel SVR for our evaluations (Scholkopf & Smola, 2002). However, the training data set used here is slightly different in that it comprises the
corrected readings of the neighbours and does not take into consideration the corrected reading of node \( i \) itself. The training data set at each node \( i \) is given by \( X_i = \{ TrX, TrZ \} \), where \( TrX = \{ x_{j,k-1} : j = 1...n, k = 1...m, j \neq i \} \), \( TrZ = \{ x_{j,k} : k = 1...m \} \) and \( m \) is number of training data vectors. A detailed explanation of our implementation of the SVR can be found in (Takruri, Rajasegarar, Challa, Leckie & Palaniswami, 2010).

The model obtained via SVR training is then used during the running phase for predicting subsequent actual measurements \( \tilde{x}_{i,k} \). The difference between the sensor reading \( r_{i,k} \) and the SVR modelled value \( \tilde{x}_{i,k}, \tilde{y}_{i,k}^{(2)} \), which we refer to as the drift measurement of node \( i \) at time instant \( k \), is used by an Unscented Kalman Filter together with \( r_{i,k} \) to estimate the corrected reading \( x_{i,k} \) and the drift \( d_{i,k} \) as will be shown in the following section.

5. Iterative measurement estimation and correction using an SVR-UKF framework

The solution to the smooth drift problem consists of the following iterative steps. At stage \( k \), a reading \( r_{i,k} \) is made by node \( i \). The node also has a prediction for its corrected measurement (actual temperature at this sensor), \( \tilde{x}_{i,k} = f(\{ x_{j,k-1} \}_{j=1,j \neq i}) \), as a function of the corrected measurements of all neighbouring sensors in the cluster from the previous time step. Using this predicted value \( (\tilde{x}_{i,k}) \) together with \( r_{i,k} \), the corrected reading \( x_{i,k} \) and the drift value \( d_{i,k} \) are estimated. The node then sends the corrected sensor value \( x_{i,k} \) to its neighbours. After that, each node collects the neighbourhood corrected measurements and computes \( \tilde{x}_{n} \) and so on. It is important here to emphasise that our main objective is to estimate \( x_{i,k} \) the corrected reading which represents our estimate for the ground truth value \( T_{i,k} \) at node \( i \). Assuming that \( x_{i,k} \) and \( d_{i,k} \) change slowly with time the dynamics of \( x_{i,k} \) and \( d_{i,k} \) are mathematically described by:

\[
x_{i,k} = x_{i,k-1} + \eta_{i,k}^{(1)} \eta_{i,k}^{(1)} \sim N(0, Q_{i,k}^{(1)})
\]

\[
d_{i,k} = d_{i,k-1} + \eta_{i,k}^{(2)} \eta_{i,k}^{(2)} \sim N(0, Q_{i,k}^{(2)})
\]

where \( \eta_{i,k}^{(1)} \) and \( \eta_{i,k}^{(2)} \) are the process noises. They are taken to be uncorrelated Gaussian noises with zero means and variances \( Q_{i,k}^{(1)} \) and \( Q_{i,k}^{(2)} \), respectively.

The value \( x_{i,k} \) is never sensed or measured. What is really measured is \( r_{i,k} \), the reading of the sensor. As we argued earlier, \( r_{i,k} \) deviates from \( x_{i,k} \) by both systematic and random errors. The random error is taken to be a Gaussian noise \( w_{i,k} \sim N(0, R_{i,k}) \) with zero mean and variance \( R_{i,k} \) (measurement noise variance). The systematic error is referred to as the drift \( d_{i,k} \). This leads to (3).

\[
y_{i,k}^{(1)} = r_{i,k} = x_{i,k} + d_{i,k} + w_{i,k} \sim N(0, R_{i,k})
\]

We also define \( y_{i,k}^{(2)} \) as the difference between the measurement \( r_{i,k} \) and the SVR modelled value \( \tilde{x}_{i,k} \) and refer to \( y_{i,k}^{(2)} \) as the drift measurement of node \( i \) at time instant \( k \).

\[
y_{i,k}^{(2)} = y_{i,k}^{(1)} - f(\{ x_{j,k-1} \}_{j=1,j \neq i}) = x_{i,k} + d_{i,k} + w_{i,k} - f(\{ x_{j,k-1} \}_{j=1,j \neq i}) = x_{i,k} + d_{i,k} + w_{i,k} - \tilde{x}_{i,k} \sim N(0, R_{i,k})
\]
The model is expressed in vector notation as follows:

\[
X_{i,k} = \begin{bmatrix} x_{i,k} \\ d_{i,k} \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} x_{i,k} \\ d_{i,k} \end{bmatrix} + \begin{bmatrix} \eta_{i,k}^{(1)} \\ \eta_{i,k}^{(2)} \end{bmatrix} \tag{5}
\]

\[
Y_{i,k} = \begin{bmatrix} y_{i,k}^{(1)} \\ y_{i,k}^{(2)} \end{bmatrix} = \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix} \begin{bmatrix} x_{i,k} \\ d_{i,k} \end{bmatrix} + \begin{bmatrix} w_{i,k} \\ \tilde{w}_{i,k} \end{bmatrix} - \begin{bmatrix} 0 \\ 0 \end{bmatrix} \tag{6}
\]

The noise component associated with \(X_{i,k}\) is Gaussian with mean vector \(\mu_{X_{i,k}} = [0 \ 0]^T\) and covariance matrix \(Q_{X_{i,k}}\) which indicates that it is not White Gaussian. The system is clearly observable when \(\tilde{x}_{i,k} = x_{i,k}\), i.e. when \(\tilde{x}_{i,k}\) is a true, bias free, representation of \(x_{i,k}\) and the difference between \(x_{i,k}\) and \(\tilde{x}_{i,k}\) is zero.

Since the noise component associated with \(Y_{i,k}\) is not White Gaussian, the KF cannot be used (Lu et al., 2007) to estimate \(x_{i,k}\) and \(d_{i,k}\). Another filter that can be used for solving such a problem is the Particle Filter. Unfortunately, the high computational complexity of the Particle Filter makes it unsuitable for the use in WSNs, where the sensors are limited in their energy and computational capabilities. A better alternative is to use the UKF. The Unscented Transformation (UT) was introduced by Julier et al. in (Julier et al., 1995) as an approximation method for propagating the mean and covariance of a random variable through a nonlinear transformation. This method was used to derive UKF in (Julier & Uhlmann, 1997). UKF can deal with versatile and complicated nonlinear sensor models and non-Gaussian noise that are not necessarily additive (Challa et al., 2008) with a comparable computational complexity to the Extended Kalman Filter (EKF) (Wan & van der Merwe, 2000). It also outperforms the EKF since it provides better estimation for the posterior mean and covariance to the third order Taylor series expansion when the input is Gaussian, whereas, the EKF only achieves the first order Taylor series expansion (Wan & van der Merwe, 2000). Below, we explain the UKF algorithm in detail.

The UT as mentioned before is a method for finding the statistics of a random variable \(Z = g(X)\) which undergoes nonlinear transformation. Let \(X\) of dimension \(L\) be the random variable that is propagated through the nonlinear function \(Z = g(X)\). Assume that \(X\) has a mean \(\tilde{X}\) and a covariance \(P\). According to (Challa et al., 2008), to find the statistics of \(Z\) using the scaled unscented transformation, which was introduced in (Julier, 2002), the following steps must be followed: First, \(2L + 1\) (where \(L\) is the dimension of vector \(X\)) weighted samples or sigma points \(\sigma_i = \{W_i, X_i\}\) are deterministically chosen to completely capture the true mean and covariance of the random variable \(X\). Then, the sigma points are propagated through the function \(g(X)\) to capture the statistics (mean and covariance) of \(Z\). A selection
scheme that satisfies the requirement is given below:

\[ x_0 = \hat{x}, \quad \mathcal{W}_0^m = \frac{\lambda}{\lambda + L} \]

\[ \mathcal{W}_0^c = \frac{\lambda}{\lambda + L} + (1 - \alpha^2 + \beta) \]

\[ x_i = \hat{x} + (\sqrt{(L + \lambda)P})_i, \quad \mathcal{W}_i = \frac{1}{2(\lambda + L)} \]

\[ x_{k+1} = \hat{x} - (\sqrt{(L + \lambda)P})_i, \quad \mathcal{W}_{L+i} = \frac{1}{2(\lambda + L)} \]

(7)

where \( i = 1, ..., L \) and \( \lambda = \alpha^2(L + \kappa) - L \) is a scaling parameter. \( \alpha \) determines the spread of the sigma points around the mean \( \hat{x} \) and is usually set to a small positive value (e.g., 0.001). \( \kappa \) is a secondary scaling parameter which is usually set to 0, and \( \beta \) is used to incorporate prior knowledge of the distribution of \( X \). The optimal value of \( \beta \) for a Gaussian distribution is \( \beta = 2 \) as stated in (Wan & van der Merwe, 2000). The term \( (\sqrt{(L + \lambda)P})_i \) is the \( i \)th row of the matrix square root of matrix \( (L + \lambda)P \). In our work here \( \alpha, \kappa \) and \( \beta \) are taken to be equal to 0.001, 0, 2, respectively. The UKF is used to estimate \( x_{j,k} \) for sensor \( i \) at time step \( k \). The dimension \( L \) of \( X_{j,k} \) is equal to 2. This means that we only have five sigma points for each node \( i \). The steps of the UKF algorithm are given below as in (Challa et al., 2008):

Let \( \hat{x}_{j,k-1|k-1} \) be the prior mean of the state variable and \( P_{j,k-1|k-1} \) be the associated covariance for node \( i \). To simplify the notation we write the prior mean of the state variable and

\[ X_{0,k-1|k-1}, X_{1,k-1|k-1}, X_{2,k-1|k-1}, X_{3,k-1|k-1} \text{ and } X_{4,k-1|k-1} \]

as shown in (8).

\[ X_{k-1|k-1} = g(X_{k-1}) = X_{k-1} \]

(8)

The predicted mean and covariance of the state variable are given by (9) and (10), respectively.

\[ \hat{x}_{k|k-1} = \mathcal{W}_{0}^m X_{0,k|k-1} + \sum_{i=1}^{2L} \mathcal{W}_i x_{i,k|k-1} \]

(9)

\[ P_{k|k-1} = \mathcal{W}_0^m (X_{0,k|k-1} - \hat{x}_{k|k-1})(X_{0,k|k-1} - \hat{x}_{k|k-1})^T \]

\[ + \sum_{i=1}^{2L} \mathcal{W}_i (X_{i,k|k-1} - \hat{x}_{k|k-1})(X_{i,k|k-1} - \hat{x}_{k|k-1})^T + Q_{x,k} \]

(10)

The propagated sigma points are then passed through the measurement function \( h(.) \) as shown in (11).

\[ y_{k|k-1} = h(X_{k|k-1}) \]

(11)

Then the predicted mean and covariance of each sensor measurement are given by (12) and (13), respectively.

\[ \hat{y}_{k|k-1} = \mathcal{W}_{0}^m y_{0,k|k-1} + \sum_{i=1}^{2L} \mathcal{W}_i y_{i,k|k-1} \]

(12)
\[ P_{Y_{i}Y_{k}} = W_0(Y_{0,k|k-1} - \hat{Y}_{k|k-1})(Y_{0,k|k-1} - \hat{Y}_{k|k-1})^T + \sum_{j=1}^{2L} W_j(Y_{j,k|k-1} - \hat{Y}_{k|k-1})(Y_{j,k|k-1} - \hat{Y}_{k|k-1})^T + R_y \]  

The cross covariance of the predicted state and sensor measurement is found by (14).

\[ P_{X_{i}Y_{k}} = W_0^T(X_{0,k|k-1} - \hat{X}_{k|k-1})(Y_{0,k|k-1} - \hat{Y}_{k|k-1})^T + \sum_{j=1}^{2L} W_j^T(X_{j,k|k-1} - \hat{X}_{k|k-1})(Y_{j,k|k-1} - \hat{Y}_{k|k-1})^T \]  

where

\[ K_k = P_{X_{i}Y_{k}} P^{-1}_{Y_{i}Y_{k}} \]  

The updated posterior mean and covariance of the state are then estimated by (16) and (17), respectively.

\[ \hat{X}_{k|k} = \hat{X}_{k|k-1} + K_k(Y_k - \hat{Y}_{k|k-1}) \]  

\[ P_{k|k} = P_{k|k-1} + K_k P_{Y_{i}Y_{k}} K_k^T \]  

where \( \hat{X}_{k|k} \) and \( P_{k|k} \) are the mean and covariance of the state of node \( i \) at time step \( k \).

Figure 3 shows a block diagram of our drift correction algorithm. It clearly summarises the stages of the error detection and correction framework in one of the nodes in the cluster. The steps of the algorithm are stated below:

**Decentralised error correction algorithm using the SVR-UKF framework**

At time step \( k \)

- Each node \( i \) finds its predicted corrected measurement \( \tilde{x}_{i,k} = f(\{x_{j,k-1}\}_{j=1}^{n}, \{y_{j,k-1}\}_{j=1}^{n}, i) \).
- Each node \( i \) obtains its reading \( y_{i,k}^{(1)} = r_{i,k} \).
- Each node \( i \) calculates the drift measurement \( y_{i,k}^{(2)} \).
- Each node \( i \) finds the sigma points \( \sigma_i = \{W_j, \chi_j\} \) from \( \tilde{X}_{i,k-1|k-1} = [\tilde{x}_{i,k-1|k-1} \ \tilde{d}_{i,k-1|k-1}]^T \).
- For each node \( i \), the sigma points are propagated through the state equation function \( g(\cdot) \).
- The UKF estimates the corrected measurement and the drift using (9)-(17) and then sends the result to the neighbouring nodes.
- The algorithm reiterates.

6. Evaluation

Our aim is to evaluate the ability of our proposed framework to correct the drift experienced in sensor nodes and to extend the functional life of the sensor network. The data in our evaluation are a set of real sensor measurements gathered from a deployment of wireless sensors in the IBRL (2006, Accessed on 07/09/2006).

In 2004, a set of wireless sensors with 55 sensor nodes (including a gateway node) were deployed in the IBRL lab for monitoring the lab environment (refer to Figure 4). They recorded
temperature, humidity, light and voltage measurements at 30 seconds intervals during the period starting from 28th February 2004 to 5th April 2004. The data from the sensor nodes are re-sampled at seven minute intervals and the first 2000 samples are used for our evaluation purposes. This corresponds to the data collected during a ten day period from 28th February 2004 to 9th March 2004. We use the first 1000 samples (this corresponds to the first five days’ data) as the training set for use in the training phase. An exponential drift is introduced to the real data in each node, starting randomly after the first 1000 samples. The data after 1000 samples and up to 2000 samples are used in the running phase for testing our algorithm for drift correction. These samples correspond to the next five days of the IBRL data. Temperature measurements are used in all our evaluations. We formed a network of sensors using nodes selected from the IBRL deployment using sixteen sensor nodes. The node IDs used are \{1, 2, 3, 4, 6, 7, 8, 9, 10, 31, 31, 33, 34, 35, 36, 37\}. Each sensor communicates only with its closest 8 neighbours.

![Figure 3. The SVR-UUKF Measurement correction framework at node i.](image)

![Figure 4. Sensor nodes in the IBRL deployment. Nodes are shown in black with their corresponding node-IDs. Node 0 is the gateway node (2006, Accessed on 07/09/2006).](image)
Our algorithm is implemented in MatLab, utilising the SVR toolbox from (Canu et al., 2005) and the UKF toolbox from (Särkkä & Hartikainen, 2007). For comparison purposes, we run the algorithm on two data sets. One, the data without the introduced drift (WOD), and the other, the data with drift introduced (WD). Initially, the SVR of each node is trained on the first 1000 samples of its neighbours readings.

The UKF parameters $\mu$, $\kappa$ and $\beta$ are set to the default values as explained in Section 5. Through out our evaluations, we take $Q_{i,k}^{(1)} = Q_{i,k}^{(2)} = Q_{i,k}$. $Q_{i,k}$ and $R_{i,k}$ are tuned using trial and error for both cases. The values used in our evaluation are $Q_{i,k} = 0.001$ and $R_{i,k} = 0.02$. If $R_{i,k}$ is set to a high value, the estimated temperature will follow the reading (which may have drift) whereas if $R_{i,k}$ is set to a small value, the estimated temperature will not be able to follow the real temperature. Thus, it will not totally correct the error. On the other hand, a high value for $Q_{i,k}$ will result in oscillatory estimates and lead to an unstable state. Hence, a trade off has to be considered in selecting the values for $Q_{i,k}$ and $R_{i,k}$ to obtain the best results.

We have conducted two simulations using two data sets. One data set has no drifts introduced. We denote this data set by $R$-WOD, which stands for ‘Readings Without Drift’ and represents the sensor measurements that only suffer from noise. The other is the same data set with drifts introduced in several scenarios. We denote the readings of this data set by $R$-WD, which stands for ‘Readings With Drift’ and represents the sensor measurements that suffer from both drift and noise. The drift scenarios considered in $R$-WD are as follows: scenario 1 (SCN 1) being one node drifting, scenario 2 (SCN 2) being two nodes drifting and so on until the last scenario (SCN 16) having all nodes drifting. The resulting corrected measurements obtained when the algorithm is run on the $R$-WD data sets are denoted by DCM-WD, which stands for ‘Drift Corrected Measurement for readings With Drift’. Similarly, the corrected measurements obtained using data set $R$-WOD are denoted by DCM-WOD, which stands for ‘Drift Corrected Measurement for readings Without Drift’.

To evaluate the performance of our algorithm from the network’s point of view, we compare the average absolute error of all the sensors of the network with and without implementing our drift correction algorithm.
Figure 5 shows the mean absolute error between the true temperatures (R-WOD) and the values reported by the sensors (R-WD) for the whole network, for five different scenarios. The mean absolute error of the network is computed for each scenario as follows: for each node, at each instant of time, the absolute error between the true temperature (R-WOD) and the value reported by the sensors (R-WD) is computed. The average for all these nodes’ absolute errors is then found. This gives the mean absolute error of the network. Similarly, the mean absolute error between the true temperatures (R-WOD) and the drift corrected measurements (DCM-WD) is calculated at each instant of time and plotted in Figure 6. By comparing Figures 5 and 6 it is evident that applying the drift correction algorithm results in less measurements error for all of the scenarios. For our evaluation purposes we assumed that the maximum mean absolute error that can be tolerated in the network is 1°C. If the mean absolute error of the network exceeds that limit, the network is deemed to be useless or has broken down. This maximum limit is shown by a horizontal threshold line in Figures 5 and 6. The choice of the threshold is dependent on the error tolerance allowed by the application. In Figure 5, it is evident that the curves for scenarios 6, 9, 12 and 15 cross the threshold line after the 6\textsuperscript{th} day of the experiment. In contrast, in Figure 6, the curves for scenarios 6 and 9 do not cross the threshold line at all for the whole period of the experiment, while the curves of scenarios 12 and 15 cross the threshold line on the 8\textsuperscript{th} day and the 7\textsuperscript{th} day, respectively. This demonstrates that our algorithm extends the operational life of the network for all of the scenarios.

In another simulation we repeated the experiment after doubling the sampling rate. This resulted in 4001 samples for the 10 days experiment. Figure 7 shows the mean absolute error between the true temperatures (R-WOD) and the drift corrected measurements (DCM-WD) for the whole network for five different scenarios. The error is computed in a similar way to the method used for the Figures 5 and 6. By comparing Figures 5 and 7, it is evident that the application of the error correction algorithm results in less measurements errors for all of the scenarios. Looking at Figures 6 and 7, we can notice that the performance when using 4001 samples is better for scenario 9 since the absolute error curve does not cross the 1°C threshold line as it
does in the 2001 samples case. This means that the operational lifetime has been extended from around 8 days in the case of 2001 samples, to more than 9 days for the case of 4001 samples. Moreover, we notice in Figure 7 that the curves for each scenario are smoother than the corresponding curves in Figure 6 and that the observed occasional jumps and peaks are smaller. The jumps in the curves are caused by the fast changes in the readings or the ambient temperature at some instants of time. An effective way of reducing the size of the jumps is to increase the sampling rate as we noticed in Figure 7. However, that would be at a cost of the increased communication overhead due to the increased data transmissions among the sensors. This means that a trade off between the smoothness of the curves and the communication overhead has to be made. Another important thing to note in both Figures 6 and 7 is that the mean absolute error of the network’s estimated temperatures is proportional to the number of sensors developing drift.

![Graph showing Mean Absolute Error for the network with correction for 4001 samples in 10 days.](www.intechopen.com)

**Fig. 7.** Mean Absolute Error for the network with correction for 4001 samples in 10 days.

The choice of \( R_{i,k} \) and \( Q_{i,k} \) is crucial. It affects the accuracy of estimating the temperature and the induced error. In general, we can say that increasing \( R_{i,k} \) improves the tracking of drift in the drifting sensors. However, it also increases both the induced error in drift estimation in the non-drifting sensors and the fluctuations in the drifting sensors. Since, the error caused by the fast changes in temperature in the case of 4001 samples is less than that for the case of 2001 samples (as explained previously), \( R_{i,k} \) is taken to be 0.05 for the case of 4001 and 0.02 for the 2001 samples case. This way, the drift tracking is improved for the 4001 samples case keeping error levels comparable to the case of 2001 samples. On the other hand, increasing \( Q_{i,k} \) increases the fluctuations in the estimated drift in both drifting and non-drifting sensors and causes the response to become less stable. The \( Q_{i,k} \) used in all our simulations is equal to 0.001.

It is important here to note that for comparison purposes, the data set used in the evaluations of this chapter is the same as the data set used in (Takruri, Rajasegarar, Challa, Leckie & Palaniswami, 2010) evaluations. Comparing figure 8, which is quoted from (Takruri, Rajasegarar, Challa, Leckie & Palaniswami, 2010), with figure 6, where both of them are for 2001 samples, it can be clearly noticed that SVR-UKF framework presented in (Takruri, Rajasegarar, Challa, Leckie & Palaniswami, 2010) outperforms the algorithm presented in this chapter in...
correcting sensor readings errors as it manages to keep the absolute error for the case of 9 sensors drifting below the threshold line. However, this is at the cost of substantially increased computational complexity. The state transition function used in this chapter is linear and the number of sigma points is 5 whereas the state transition function used in the algorithm in (Takruri, Rajasegarar, Challa, Leckie & Palaniswami, 2010) is the SVR modelled function which is highly nonliner and the number of sigma points is 19. This results in a computational complexity of several orders of magnitude.

Fig. 8. Mean Absolute Error for the network with correction for 2001 samples in 10 days. Quoted from (Takruri, Rajasegarar, Challa, Leckie & Palaniswami, 2010).

The error correction performance for a sensor node in a cluster is dependent on the correlation of the actual temperature at the sensor under consideration with the actual temperatures at the neighbours. The SVR at a sensor predicts the actual temperature at the sensor $\hat{x}_{i,k}$ using previous estimates of the neighbourhood $\{\hat{x}_{j,k-1}^{\hat{x}_{j,k-1}}\}_{j=1,j\neq i}^{n}$. Therefore, low correlation will lead to a poor prediction, and result in poor estimate of the actual temperature at the sensor under consideration. In practice, the correlation among the nodes may change depending on their spatial proximity within the cluster and with the change in the observed phenomenon along time.

It can be observed in the IBRL sensor deployment that not all the sensors were subject to the same conditions. This is because of their physical locations. Some of the nodes were closer to air conditioning. Some were closer to windows and hence were affected by the sun. Some were closer to the kitchen and thus affected by the heat and humidity coming from there. Furthermore, the patterns followed by sensor measurements changed seasonally. As an example, during a week period, the pattern followed in weekdays was different than that followed in weekends. That was because the air conditioning was reduced or turned off in the laboratory on the weekends. This caused the interrelationship among the sensors to vary not only with their spatial locations, but also with time.

A solution to overcome such a problem is to choose the neighbour sensors of each node so that they are physically close and subject to similar conditions. An alternative solution is to
upgrade the model to become incremental with time to account for phenomenal changes. This can be achieved using incremental learning of the SVR. The learning process can then be performed at each time step (incrementally) or at predefined short intervals, depending on how severe the change is. Incremental SVR learning algorithms (Platt, April 1998; Shilton et al., Jan. 2005) can be utilised with the UKF to perform adaptive drift correction in the network. Devising an adaptive drift correction framework by incorporating incremental learning is a direction for future work.

7. Conclusion

In this chapter we have proposed a formal statistical algorithm for detecting and correcting sensor measurement errors in sparsely deployed WSN based on the assumption that sensor nodes in a neighbourhood observing a certain physical phenomenon have correlated measurements and uncorrelated drifts and biases. We have used SVR to model the spatio-temporal correlations in the neighbouring sensor measurements to obtain predictions of the future sensor measurements. The predicted data have then been used by a UKF to estimate the actual value of the measured variable at the sensor under consideration. The algorithm runs recursively and is fully decentralised. Extensive evaluations of the presented algorithm on real data obtained from the IBRL have proved that it is effective in detecting and correcting sensor errors and extending the effective life of the network.

In future, we plan to upgrade our algorithm to become more adaptive to any phenomenal changes that may occur in the network deployment area by implementing an incremental SVR to periodically re-train the SVR. This will also be tested on sensor networks deployed both in a controlled Lab environment and uncontrolled outdoor environments.
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