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1. Introduction

A number of modern measurement instruments employed in different application fields consist of an analogue front-end, a data acquisition section, and a processing section. A key role is played by the data acquisition section, which is mandated to the digitization of the input signal, according to a specific sample rate (Corcoran, 1999). The choice of the sample rate is connected to the optimal use of the resources of the data acquisition system (DAS). This is particularly true for modern communication systems, which operate at very high frequencies. The higher the sample rate, in fact, the shorter the observation interval and, consequently, the worse the frequency resolution allowed by the DAS memory buffer. So, the sample rate has to be chosen high enough to avoid aliasing, but at the same time, an unnecessarily high sample rate does not allow for an optimal exploitation of the DAS resources.

As well known, the sample rate must be correctly chosen to avoid aliasing, which can seriously affect the accuracy of measurement results. The sampling theorem, in fact, affirms that a band-limited signal can be alias-free sampled at a rate $f_s$ greater than twice its highest frequency $f_{\text{max}}$ (Shannon, 1949). As regards bandpass signals, which are characterized by a low ratio of bandwidth to carrier frequency and are peculiar to many digital communication systems, a much less strict condition applies. In particular, bandpass signals can be alias-free sampled at a rate $f_s$ greater than twice their bandwidth $B$ (Kohlenberg, 1953). It is worth noting, however, that this is only a necessary condition. It is indeed possible to alias-free sample bandpass signals at a rate $f_s$ much lower than $2f_{\text{max}}$, but such rate has to be chosen very carefully; it has been shown in (Brown, 1980; Vaughan et al., 1991; De Paula & Pieper, 1992; Tseng, 2002) that aliasing can occur if $f_s$ is chosen outside certain ranges. Moreover, particular attention has to be paid, as bandpass sampling can imply a degradation of the signal-to-noise ratio (Vaughan et al., 1991). Some recent papers have also focused on frequency shifting induced by bandpass sampling in more detail (Angrisani et al. 2004; Diez et al., 2005), providing analytical relations for establishing the final central frequency of the discrete-time signal, which digital receivers need to know (Akos et al., 1999) and determining the minimum admissible value of $f_s$ that is submultiple of a fixed sample rate (Betta et al., 2009).

Sampling a bandpass signal at a rate lower than twice its highest frequency $f_{\text{max}}$ is referred to as bandpass sampling. Bandpass sampling is relevant in several fields of application, such as...
as optics (Gaskell, 1978), communications (Waters & Jarrett, 1982), radar (Jackson & Matthewson, 1986) and sonar investigations (Grace & Pitt, 1968). It is also the core of the receiver of software-defined radio (SDR) systems (Akos et al., 1999; Latiri et al., 2006).

Although the theory of bandpass sampling is now well-established and the choice of sample rate is very important for processing and measurement, at the current state of the art it seems that digital instruments that automatically select the best $f_s$ on the basis of specific optimization strategies, are not available on the market. A possible criterion for choosing the optimal value of $f_s$ within the admissible alias-free ranges was introduced some years ago (Angrisani et al., 2004). An iterative algorithm was proposed, which selects the minimum alias-free sample rate that places the spectral replica at the normalized frequency requested by the user. The algorithm, however, cannot be profitably applied to any DAS. Two conditions have, in fact, to be met: (i) the sample rate can be set with unlimited resolution, and (ii) the sample clock has to be very stable. Failing to comply with such ideal conditions may result in an undesired and unpredictable frequency shifting and possible aliasing.

More recently, a comprehensive analysis of the effects that the sample clock instability and the time-base finite resolution have on the optimal sample rate and, consequently, on the central frequency of the spectral replicas was developed (Angrisani & Vadursi, 2008). On the basis of its outcomes, the authors also presented an automatic method for selecting the optimal value of $f_s$, according to the aforementioned criterion. The method includes both sample clock accuracy and time-base resolution among input parameters, and is suitable for practical applications on any DAS, no matter its sample clock characteristics. Specifically, the method provides the minimum $f_s$ that locates the spectrum of the discrete-time signal at the normalized central frequency required by the user, given the signal bandwidth $B$, a possible guard band $B_g$, and original carrier frequency $f_c$. Information on the possible deviation from expected central frequency, as an effect of DAS non-idealities, is also made available. In fact, the proposed method is extremely practical, since (i) it can be profitably applied no matter what the time-base resolution of the DAS is, and (ii) it takes into account the instability of the sample clock to face unpredictable frequency shifting and the consequent possible uncontrolled aliasing.

A number of tests are carried out to assess the performance of the method in correctly locating the spectral replica at the desired central frequency, while granting no superposition of the replicas. Some tests are, in particular, mandated to highlight the effects of DAS non-idealities on the frequency shifting and consequent unexpected aliasing.

This chapter is organized as follows. The theory of bandpass sampling will be presented in Section 2, along with analytical relations for establishing the final central frequency of the discrete-time signal and details and explicative figures on the frequency shifting resulting from the bandpass sampling and on the effects of the sample rate choice in terms of possible aliasing. Section 2 also presents the analysis of the effects that the sample clock instability and the time-base finite resolution which was first introduced in (Angrisani & Vadursi, 2008). Section 3 presents the proposed algorithm for the automatic selection of the sample rate given the user’s input, and shows the results of experiments conducted on real signals.

2. Analysis of the effects of bandpass sampling with a non-ideal data acquisition system

Let $s(t)$ be a generic bandpass signal, characterized by a bandwidth $B$ and a central frequency $f_c$. As well known, the spectrum of the discrete-time version of $s(t)$ consists of an infinite set of replicas of the spectrum of $s(t)$, centered at frequencies


\[ f_{\lambda,\nu} = \lambda f_c + \nu f_s \]  

(1)

where \( \nu \in \mathbb{Z} \) and \( \lambda \in \{-1, 1\} \).

The situation is depicted in Fig. 1 with regard to positive frequencies of magnitude spectrum.

Fig. 1. Typical amplitude spectrum of (a) a bandpass signal \( s(t) \) and (b) its sampled version; \( f_s \) is the sample rate. Only the positive portion of the frequency axis is considered.

Replicas of the 'positive' spectrum (red triangles in Fig. 1) are centered at \( f_{\lambda,\nu} \), whereas those peculiar to the 'negative' one (white triangles in Fig. 1) are centered at \( f_{-\lambda,\nu} \). It can be shown that only two replicas are centered in the interval \([0, f_s]\), respectively at frequencies

\[ f_{1,\nu_1} = f_c \text{ mod } f_s \]  

(2)

and

\[ f_{2,\nu_2} = f_s - (f_c \text{ mod } f_s) \]  

(3)

where \( \text{mod} \) denotes the modulo operation. The condition to be met in order to avoid aliasing is

\[ \frac{B + B_s}{2} < f^* < \frac{f_s - (B + B_s)}{2} \]  

(4)

where \( f^* \) is the minimum \( f_{1,\nu_1} \) and \( f_{2,\nu_2} \). Inequality (4) implies the following condition on \( f_c \text{ mod } f_s \):

\[ f_c \text{ mod } f_s \in \left( \frac{B + B_s}{2}, \frac{f_s - (B + B_s)}{2} \right) \cup \left( \frac{f_s + B + B_s}{2}, f_s - \frac{B_s}{2} \right) \]  

(5)
The algorithm proposed in (Angrisani et al., 2004) allows the choice of the normalized frequency $f^*/f_s$, granting a minimum guard band between adjacent replicas, and gives in output the ideal sample rate $f_s$. However, the problem is not solved yet. In fact, the operative condition provided in (Angrisani et al., 2004) has to cope with the characteristics of an actual DAS. First of all, the sample rate cannot be imposed with arbitrary resolution, but it has to be approximated according to the resolution of the time-base of the DAS. Moreover, the time-base instability makes actual sample rate unpredictable. By the light of this, the actual value of the sample rate given by the DAS could be different from the ideal one in such a way that alias-free sampling could not be guaranteed anymore.

Given the nature of bandpass sampling, simply increasing $f_s$ is not advisable (Vaughan et al., 1991), but an appropriate model is rather needed. Taking into account that: (i) the nominal sample rate, $f_s^{nom}$, that the user can set on the DAS, differs from $f_s$ of a deterministic quantity $\varepsilon$ and (ii) the actual sample rate, $f_s'$, i.e. the rate at which the DAS actually samples the input signal, is random due to the time-base instability, the following model results:

$$f_s' = f_s^{nom} (1+\chi) = (f_s + \varepsilon) (1+\chi) \quad (6)$$

with

$$|\chi| < \chi_M \quad (6a)$$
$$\varepsilon < \Delta f/2 \quad (6b)$$

where $\Delta f$ is the resolution and $\chi_M$ is the clock accuracy expressed in relative terms, as commonly given in the specifications of the DAS on the market. The actual sample rate $f_s'$ thus differs from the expected value by the quantity

$$\Delta f_s = \chi f_s + (1+\chi) \varepsilon \quad (7)$$

As alias-free sampling is a strict priority, the model will be specialized in the following letting $\chi$ coincide with its maximum value $\chi_M$. Let us separately analyze the two cases $f^* = f_{\lambda,1,\nu_1}$, with a replica of the positive spectrum centered in $f^*$, and $f^* = f_{\lambda,2,\nu_2}$, with a replica of the negative spectrum centered in $f^*$.

### 2.1 Replica of the positive spectrum in $(0, f_s/2)$

This happens when $\lambda = 1$ and $\nu = \lfloor f_c/f_s \rfloor$, that is the integer part of $f_c/f_s$. According to (6), the actual value of $f^*$ is

$$f^* = f_s + \nu f_s' = f_s + \nu (f_s + \varepsilon) (1+\chi) \quad (8)$$

and (4), evaluated for the actual values of $f_s$ and $f^*$, yields

$$\frac{B+B^2}{2} + g_1(\varepsilon, \chi) < f^* < \frac{B-B^2}{2} + g_2(\varepsilon, \chi) \quad (9)$$

where

$$g_1(\varepsilon, \chi) = -\nu \left[ \chi f_s + \varepsilon (1+\chi) \right] \quad (10)$$
\[ g_2(\varepsilon, \chi) = \left( \frac{1}{2} - \nu \right) \left[ \chi f_s + \varepsilon (1 + \chi) \right]. \] (11)

To find the pair \( \{ \varepsilon, \chi \} \) that maximizes \( g_1(\varepsilon, \chi) \) in the domain \( D = [-Af/2, Af/2] \times [\chi_M, \chi_M] \) let us first null the partial derivatives of \( g_1 \) with respect to variables \( \varepsilon \) and \( \chi \):

\[
\begin{align*}
-\nu(1 + \chi) &= 0 \\
-\nu(f_s + \varepsilon) &= 0
\end{align*}
\] (12)

The system (12) has no solutions in actual situations. Similarly, it can be shown that the restriction of the function to the borders does not have local maxima. The maximum has therefore to be searched among the vertices of the rectangle representing the domain. Table 1 enlists the coordinates of the vertices along with the related values assumed by the function.

As \( \nu < 0 \), \( g_1 \) assumes its maximum in the point C, and the left side of (9) is maximized by

<table>
<thead>
<tr>
<th>Vertex</th>
<th>Coordinates</th>
<th>Value of ( g_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>( \left( -\frac{Af}{2}, -\chi_M \right) )</td>
<td>( -\nu \left[ -\chi_M f_s + \frac{Af}{2} (1 - \chi_M) \right] )</td>
</tr>
<tr>
<td>B</td>
<td>( \left( \frac{Af}{2}, \chi_M \right) )</td>
<td>( -\nu \left[ \chi_M f_s - \frac{Af}{2} (1 + \chi_M) \right] )</td>
</tr>
<tr>
<td>C</td>
<td>( \left( \frac{Af}{2}, -\chi_M \right) )</td>
<td>( -\nu \left[ \chi_M f_s + \frac{Af}{2} (1 + \chi_M) \right] )</td>
</tr>
<tr>
<td>D</td>
<td>( \left( \frac{Af}{2}, -\chi_M \right) )</td>
<td>( -\nu \left[ -\chi_M f_s + \frac{Af}{2} (1 - \chi_M) \right] )</td>
</tr>
</tbody>
</table>

Table 1. Values assumed by \( g_1(\varepsilon, \chi) \) in the vertices of its domain \( D \).

\[
\frac{B + B_g}{2} - \nu \left[ \chi_M f_s + \frac{Af}{2} (1 + \chi_M) \right] \] (13)

With regard to the right side of (9), it can be similarly shown that \( g_2(\varepsilon, \chi) \) assumes its minimum on one of the vertices of the domain \( D \). The four alternatives are enlisted in Table 2. Being \( \nu < 0 \), the vertex C can be discarded, because \( g_2(C) \) is sum of all positive terms. Moreover, as \( \chi_M (f_s - Af/2) > 0 \), \( g_2(A) < g_2(B) \). Finally, posing \( g_2(A) < g_2(D) \) implies \(-Af(1 - \chi_M) < 0 \), which is always true in actual situations.

In conclusion, \( g_2 \) assumes its minimum in A, and the right side of (9) is minimized by

\[
\frac{f_s - \frac{Af}{2} (1 - \chi_M) - \left( B + B_g \right)}{2} + \nu \left[ \chi_M f_s + \frac{Af}{2} (1 - \chi_M) \right] \] (14)
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According to (13) and (14), in the most restrictive case the condition (9) can be rewritten as

\[
\begin{align*}
    f^* &< \left( f_s - \frac{\Delta f}{2} \right) \left( 1 - \chi_M \right) - \left( B + B_s \right) \frac{2}{2} + \nu \left[ \chi_M f_s + \frac{\Delta f}{2} \left( 1 - \chi_M \right) \right]. \\
    f^* &> \frac{B + B_s}{2} - \nu \left[ \chi_M f_s + \frac{\Delta f}{2} \left( 1 + \chi_M \right) \right].
\end{align*}
\]  

(15)

<table>
<thead>
<tr>
<th>Vertex</th>
<th>Coordinates</th>
<th>Value of ( g_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>( \left( \frac{\Delta f}{2}, -\chi_M \right) )</td>
<td>( \frac{1}{2} - \nu \left[ -\chi_M f_s - \frac{\Delta f}{2} \left( 1 - \chi_M \right) \right] )</td>
</tr>
<tr>
<td>B</td>
<td>( \left( -\frac{\Delta f}{2}, \chi_M \right) )</td>
<td>( \frac{1}{2} - \nu \left[ \chi_M f_s + \frac{\Delta f}{2} \left( 1 + \chi_M \right) \right] )</td>
</tr>
<tr>
<td>C</td>
<td>( \left( \frac{\Delta f}{2}, \chi_M \right) )</td>
<td>( \frac{1}{2} - \nu \left[ \chi_M f_s + \frac{\Delta f}{2} \left( 1 + \chi_M \right) \right] )</td>
</tr>
<tr>
<td>D</td>
<td>( \left( \frac{\Delta f}{2}, -\chi_M \right) )</td>
<td>( \frac{1}{2} - \nu \left[ -\chi_M f_s + \frac{\Delta f}{2} \left( 1 - \chi_M \right) \right] )</td>
</tr>
</tbody>
</table>

Table 2. Values assumed by \( g_1(\varepsilon, \chi) \) in the vertices of its domain \( D \).

2.1 Replica of the negative spectrum in \((0, f_s/2)\)

This is the case when \( \lambda = -1 \) and \( \nu = \left[ f_s/f_c \right] > 0 \), that is the nearest greater integer of \( f_c/f_s \). According to (6), the actual value of \( f^* \) is

\[
f^* = -f_c + \nu f_s = -f_c + \nu (f_s + \varepsilon) (1 + \chi)
\]  

(16)

and (4), evaluated for the actual values of \( f_s \) and \( f^* \), yields the same expression as in (9).

As already stated, the function \( g_1 \) assumes its maximum in one of the vertices of \( D \). A comparison of the values enlisted in Table 1 permits to affirm that the maximum is assumed in \( A \), and the left side of (8) is maximized by

\[
\frac{B + B_s}{2} - \nu \left[ -\chi_M f_s - \frac{\Delta f}{2} \left( 1 - \chi_M \right) \right].
\]  

(17)

Similarly, it is easy to show through pairwise comparisons that the function \( g_2 \) assumes its minimum in the point \( C \), and the right side of (8) is maximized by

\[
\left( f_s + \frac{\Delta f}{2} \right) \left( 1 + \chi_M \right) - \left( B + B_s \right) \frac{2}{2} - \nu \left[ \chi_M f_s + \frac{\Delta f}{2} \left( 1 + \chi_M \right) \right].
\]  

(18)

According to (17) and (18), in the most restrictive case, the condition (9) can be rewritten as
In conclusion, time-base resolution and time-base instability are responsible for a shifting of the replica included in $[0, f_s/2]$ from its expected central frequency $f^*$, and can consequently introduce unexpected aliasing, depending on the values of $\Delta f$ and $\chi_M$.

3. Optimal selection of the sample rate

The sample rate can be chosen within an infinite set of values, its choice having direct consequences on spectral location of replicas. The idea underlying the method proposed in (Angrisani & Vadursi, 2008) is to let the user choose where to place the replica characterized by the lowest central frequency and, consequently, automatically determine the lowest $f_s$ that satisfies the choice, thus guaranteeing an optimal use of DAS resources. In particular, the main advantages consist in the optimization of DAS vertical resolution and memory resources, given the observation interval. On the basis of the results presented in Section 2, a method for the automatic selection of the DAS sample rate is hereinafter proposed. Two different implementations of the method are, in particular, given. The first proves appropriate when the sample clock is characterized by a constant resolution, as it happens when the DAS accepts an external sample clock. The second is addressed to variable sample clock resolution, which characterizes the cases when no external sample clock is either allowed or available and the DAS can vary its sample rate according to a specific rule.

3.1 Data acquisition systems with constant sample clock resolution

As it is evident from relation 1 and Fig. 1, replicas are not equally spaced on the frequency axis, and one and only one replica comes out to be centered in $(0, f_s/2)$. The first implementation allows the choice of the normalized frequency $f^*/f_s$. Specifically, the user can choose $f^*$ in terms of a fraction of $f_s$:

$$f^* = \frac{f_s}{p} \quad , \quad p > 2. \quad (20)$$

Moreover, the user can input a value for the minimum guard band between adjacent replicas. By substituting (20) into systems (15) and (19), it is possible to derive the conditions on $f_s$ that must be respected in order to avoid aliasing. Such conditions are expressed as

$$\begin{cases}
  f_s > \frac{p}{1-p}\sqrt[\chi_M]{\frac{B+B_k}{2} + |\nu|\frac{\Delta f (1+\chi_M)}{2}} \\
  f^* > \frac{B+B_k + \Delta f}{-2 + p(1-\chi_M) - 2p|\nu|\chi_M}
\end{cases} \quad (21)$$

when $\lambda = 1$ (positive replica), and as
when \( \lambda = -1 \) (negative replica).

Once the user has entered the desired value of \( p \), the algorithm provides the lowest \( f_s \) that verifies (20) and (21) (or (20) and (22), if \( \lambda = -1 \)), given the bandwidth and the central frequency of the input signal, and the desired guard band between two adjacent replicas, \( B_g \).

Let us impose \( f^* = f_s / p \) in (1), and solve the equation with regard to \( f_s \); the equation can be solved when either \( \lambda = 1 \) and \( \nu \leq 0 \), or \( \lambda = -1 \) and \( \nu \geq 1 \).

In such cases the solution is

\[
    f_s = \frac{\lambda p - f_c}{1 - \nu p}.
\]

(23)

The set of possible values for \((1 - \nu p) / \lambda p\), arranged in increasing order, is

\[
    \left\{ \frac{p-1}{p}, \frac{p+1}{p}, \frac{2p-1}{p}, \frac{2p+1}{p}, ..., \frac{n-1}{p}, \frac{n+1}{p}, ..., \right\}.
\]

(24)

The algorithm iteratively explores the set of solutions in (24), starting from the highest value for \( f_s \), and halts when the current \( f_s \) does not respect either of the alias-free conditions (21) or (22) anymore. The last value of \( f_s \) which is compliant with the alias-free conditions is the lowest sample rate that provides the desired positioning of replicas and guarantees the minimum required guard band.

3.2 Data acquisition systems with variable sample clock resolution

When the resolution of the sample clock is variable, besides the inputs described in the previous case, the user is also required to give the set of possible sample rates allowed by the DAS. Since DAS’s generally vary their sample rate according to the common 1:2:5 rule, i.e.

\[
    f_s \in \{ ... , 10 \text{ MHz}, 20 \text{ MHz}, 50 \text{ MHz}, 100 \text{ MHz}, ... \}
\]

(25)

a different approach is followed to find out the optimal value of \( f_s \). In such a case, the set of possible values for \( f_s \) is, in fact, limited. Due to the coarse-grained distribution of allowed values for \( f_s \), the value of \( \varepsilon \) in (6) can be significantly too large, and induce intolerably large deviations from the expected value of \( f^* \).

Therefore, the adoption of the iterative algorithm described above would be meaningless, whereas an exhaustive approach should be preferred. Specifically, for each allowed value of \( f_s \) greater than twice the bandwidth of the signal, the corresponding value of \( f^* \) is calculated and the alias-free condition is checked.

In particular, only the effects of sample clock instability are taken into account, since the allowed values of \( f_s \) are given in input by the user; \( \varepsilon \) is therefore equal to 0. Then, the user
can select the preferred sample rate, on the basis of the corresponding values of \( f^* \) and of the frequency resolution (equal to \( f_s/N \), \( N \) being the number of acquired samples).

4. Examples

The analytical results described in Section 2 show that taking into account finite time-base resolution and clock accuracy produces a modification of the values of the two thresholds given by (4). The new thresholds are given in (15) and (19).

Before giving details of the performance assessment of the proposed method, some application examples are proposed in order to evaluate how the optimal sample rate is affected by the new thresholds, how different the effects of finite time-base resolution and clock accuracy on the modification of the optimal sample rate are, and how aliasing is introduced when finite time-base resolution and clock accuracy are not properly considered.

4.1 First example

The case described hereinafter gives quantitative evidence of the modification introduced in the thresholds and, consequently, in the optimal sample rate, when finite time-base resolution and clock accuracy are included among input parameters. Let us consider a bandpass signal characterized by a bandwidth \( B = 3.84 \text{ MHz} \) and a carrier frequency \( f_c = 500 \text{ MHz} \), and let us suppose that the values of \( B_g \) and \( p \) chosen by the user are equal to 0 and 3, respectively. Ignoring the effects of \( \varepsilon \) and \( \chi \) would lead to an optimal sample rate, \( f_s \), equal to 11.538461 MHz (Angrisani et al., 2004). On the contrary, when \( \chi_{M} = 3.54 \times 10^{-4} \) and \( \Delta f = 10 \text{ Hz} \) are taken into consideration, the optimal sample rate is 12.60504 MHz, which implies an increase of more than 9%. Let us go through the steps of the algorithm implementing the proposed method to evaluate how such modification is determined.

Table 3 shows all the solutions of (23), that is all the sample rates meeting user's requirements, included between the aforementioned 11.538461 MHz and the suggested 12.60504 MHz, which is the optimal sample rate according to the new method. For each sample rate, Table 3 (i) states whether a positive (\( \lambda = 1 \)) or negative (\( \lambda = -1 \)) replica is located in the frequency range \([0, f_s/2]\), (ii) gives the values of the thresholds \( f_{1,\text{old}} \) and \( f_{2,\text{old}} \) calculated according to (4) and utilized in (Angrisani et al., 2004), and (iii) provides the thresholds \( f_{1} \) and \( f_{2} \) calculated according to the new conditions (15) and (19). Looking at the table, the

<table>
<thead>
<tr>
<th>( f_s ) [MHz]</th>
<th>( \lambda )</th>
<th>( f^* ) [MHz]</th>
<th>( f_{1,\text{old}} ) [MHz]</th>
<th>( f_{2,\text{old}} ) [MHz]</th>
<th>( f_{1} ) [MHz]</th>
<th>( f_{2} ) [MHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.53846</td>
<td>1</td>
<td>3.84615</td>
<td>1.92000</td>
<td>3.84923</td>
<td>2.09585</td>
<td>3.67133</td>
</tr>
<tr>
<td>11.71875</td>
<td>-1</td>
<td>3.90625</td>
<td>1.92000</td>
<td>3.93938</td>
<td>2.09859</td>
<td>3.76285</td>
</tr>
<tr>
<td>11.81102</td>
<td>-1</td>
<td>3.95700</td>
<td>1.92000</td>
<td>3.98551</td>
<td>2.09581</td>
<td>3.80760</td>
</tr>
<tr>
<td>12.00000</td>
<td>-1</td>
<td>4.00000</td>
<td>1.92000</td>
<td>4.08000</td>
<td>2.09862</td>
<td>3.90350</td>
</tr>
<tr>
<td>12.09677</td>
<td>1</td>
<td>4.03225</td>
<td>1.92000</td>
<td>4.12839</td>
<td>2.09577</td>
<td>3.95046</td>
</tr>
<tr>
<td>12.29508</td>
<td>-1</td>
<td>4.09836</td>
<td>1.92000</td>
<td>4.22754</td>
<td>2.09865</td>
<td>4.05106</td>
</tr>
<tr>
<td>12.39669</td>
<td>1</td>
<td>4.13223</td>
<td>1.92000</td>
<td>4.27835</td>
<td>2.09573</td>
<td>4.10041</td>
</tr>
<tr>
<td>12.60504</td>
<td>-1</td>
<td>4.20168</td>
<td>1.92000</td>
<td>4.38252</td>
<td>2.09868</td>
<td>4.20606</td>
</tr>
</tbody>
</table>

Table 3. Thresholds calculated according to the proposed method and that presented in (Angrisani et al., 2004). The signal under test is characterized by a bandwidth \( B = 3.84 \text{ MHz} \) and a carrier frequency \( f_c = 500 \text{ MHz} \). Time-base resolution is 10 Hz and sample clock accuracy is \( 3.54 \times 10^{-4} \). The chosen value of \( p \) is equal to 10.
effects of finite time-base resolution and sample clock instability on the location of spectral replicas can be quantitatively evaluated; the critical threshold comes out to be the upper threshold $f_2$. In detail, if the signal is sampled at a rate equal to 11.538461 MHz, the replica is placed at a central frequency $f^*$ equal to 3.84615 MHz, which meets the alias-free condition (4). As a consequence of the modification of the upper threshold from $f_{2,old} = 3.84923$ MHz to $f_2 = 3.67133$ MHz, the value of 11.538461 MHz does not guarantee alias-free sampling anymore and has to be discarded. The same happens with successive solutions of (23); they all fail to fall within the new thresholds. The set of possible solutions of (23) has to be explored until 12.60504 MHz, which represents the minimum alias-free sample rate, is reached.

### 4.2 Second example

Let us consider a bandpass signal characterized by a bandwidth $B = 140$ kHz and a carrier frequency $f_c = 595.121$ MHz. Let us suppose that values of $B_g$ and $p$ chosen by the user are equal, respectively, to 0 and 10. The method in (Angrisani et al., 2004) would give an optimal sample rate, $f_s$, equal to 700.060 kHz. Table 4 gives the values of the optimal sample rate provided by the proposed method for different values of $\Delta f$ ([1, 10, 100] Hz) and $\chi_M$ (between $10^{-8}$ and $3.54 \cdot 10^{-4}$). As expected, they are all greater than $f_{s,old} = 700.060$ kHz. What is notable, they range from 704.369 kHz (when $\Delta f = 1$ Hz and $\chi_M = 10^{-8}$), which is within 1% from $f_{s,old}$, to 2.9158 MHz (when $\Delta f = 100$ Hz and $\chi_M = 3.54 \cdot 10^{-4}$), which represents an increase of more than 300%! Fig.2 permits to evaluate the different roles played by finite time-base resolution and clock accuracy in modifying the optimal sample rate with respect to that furnished by the method in (Angrisani et al., 2004). It shows the optimal sample rate versus clock accuracy, for different values of $\Delta f$. For lower values of $\chi_M$ the most significant increase of $f_s$ with respect to $f_{s,old}$ is mainly due to the resolution $\Delta f$ and the curves are practically horizontal. As accuracy worsens ($\chi_M$ increases), the vertical difference among the three curves reduces, and becomes practically negligible for $\chi_M = 3.54 \cdot 10^{-4}$. So, neither resolution nor accuracy can be said to prevail in determining the optimal sample rate.

<table>
<thead>
<tr>
<th>$\Delta f$</th>
<th>$\chi_M$</th>
<th>100 Hz</th>
<th>10 Hz</th>
<th>1 Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>10^{-8}</td>
<td></td>
<td>998.3</td>
<td>740.29</td>
<td>704.369</td>
</tr>
<tr>
<td>10^{-6}</td>
<td></td>
<td>1003.4</td>
<td>745.85</td>
<td>710.253</td>
</tr>
<tr>
<td>5.47 \cdot 10^{-6}</td>
<td></td>
<td>1024.1</td>
<td>770.78</td>
<td>736.445</td>
</tr>
<tr>
<td>10^{-5}</td>
<td></td>
<td>1045.7</td>
<td>797.64</td>
<td>763.857</td>
</tr>
<tr>
<td>10^{-4}</td>
<td></td>
<td>1494.9</td>
<td>1319.26</td>
<td>1299.107</td>
</tr>
<tr>
<td>3.54 \cdot 10^{-4}</td>
<td></td>
<td>2915.8</td>
<td>2819.14</td>
<td>2819.143</td>
</tr>
</tbody>
</table>

Table 4. Optimal sample rate, expressed in kilohertz, for a bandpass signal characterized by a bandwidth $B = 140$ kHz and a carrier frequency $f_c = 595.121$ MHz, as a function of different values of time-base resolution and clock accuracy. The value of $p$ has been chosen equal to 10.
Fig. 2. Optimal sample rate versus clock accuracy, for different values of $\Delta f$. The bandpass signal under test has a bandwidth $B = 140$ kHz and a carrier frequency $f_c = 595.121$ MHz. The value chosen for $p$ is 10.

### 4.3 Third example

This example refers to an experimental test conducted by means of the measurement station described in Section 5. Let us suppose that an external source, with a resolution $\Delta f$ equal to 100 Hz, is utilized as DAS sample clock. The signal under test is a QAM (Quadrature Amplitude Modulation) signal, with bandwidth equal to 140 kHz and carrier frequency equal to 595.121 Hz. The value of $p$ is chosen equal to 10. If the lowest alias-free sample rate that allows to place the lowest frequency replica at the normalized frequency $1/p$ was obtained through the application of an algorithm that does not take into account the finite resolution of the external source, a value of $f_s$ equal to 700.060 kHz would be found, and the expected central frequency of the sampled signal would be 70.000 kHz. Rounding it to the nearest multiple of $\Delta f$ would result in an actual sample rate of 700.1 kHz. As an effect of the rounding, the actual central frequency of the sampled signal would be 36.0 kHz, which means introducing unexpected, yet not negligible, aliasing. Fig. 3 shows the evolution versus time of the $I$ baseband component measured from the sampled signal, referred to as $I_{\text{dem}}$, and the corresponding original one, assumed as reference, and referred as $I$. Similarly, Fig. 4 shows the evolution versus time of the $Q$ baseband component measured from the sampled signal, and referred to as $Q_{\text{dem}}$, and the corresponding original one, assumed as reference, and simply as $Q$. The difference between the measured and reference signals, which is evident from the figures, is responsible for high values of the indexes $\Delta I$ (equal to 51%) and $\Delta Q$ (equal to 52%), defined in Section 5. On the contrary, an algorithm based on the analysis conducted in Section 2, which takes into account both finite time-base resolution and clock accuracy ($\chi_M = 3.54 \cdot 10^{-4}$, in this example), would produce a sample rate $f_s = 2.9158$ MHz, with a central frequency $f^* = 297.8$ kHz. No aliasing would occur, as Fig. 5 and Fig. 6 show, as the measured and the reference components are very close to each other. Values of $\Delta I$ and $\Delta Q$ lower than 5% are experienced.
5. Performance assessment

A wide experimental activity has been carried out on laboratory signals to assess the performance of the two implementations of the method.

5.1 Measurement station

Fig. 7 shows the measurement station. The station consists of (i) a processing and control unit, namely a personal computer, (ii) a digital RF signal generator (250 kHz-3 GHz output...
frequency range) with arbitrary waveform generation (AWG) capability (14 bit vertical resolution, 1MSample memory depth, 40 MHz maximum generation frequency), (iii) a DAS (8 bit, 1 GHz bandwidth, 8 GS/s maximum sample rate, 8 MS memory depth) and (iv) a synthesized signal generator (0.26-1030 MHz output frequency range), acting as external clock source; they are all interconnected by means of a IEEE-488 standard interface bus.

Fig. 5. Evolution versus time of measured $I_{dem}$ (continuous line) and reference $I$ (dotted line) without aliasing.

Fig. 6. Evolution versus time of measured $Q_{dem}$ (continuous line) and reference $Q$ (dotted line) without aliasing.

5.2 Test signals
A variety of digitally modulated signals have been taken into consideration, including M-PSK (M-ary Phase Shift Keying) and M-QAM (M-ary QAM) signals. Test signals have been
characterized by carrier frequency and bandwidth included, respectively, in the range 100 MHz-700 MHz and 100 kHz-5 MHz.

5.3 Measurement procedure

Experimental tests have been carried out according to the following procedure: 1) the digital RF signal generator produces a bandpass RF signal, characterized by known bandwidth and carrier frequency; 2) given the specified central frequency \( f^* \) and guard band \( B_g \), the proposed method provides the optimal sample rate \( f_s \); 3) in the case of external sample clock, the synthesized signal generator is commanded to output a sinusoidal signal characterized by a frequency value equal to \( f_s \), otherwise the value of \( f_s \) is imposed as DAS sample rate; 4) the DAS digitizes the RF signal at a sample rate equal to \( f_s \); 5) the processing and control unit retrieves the acquired samples from the DAS, through the IEEE-488 interface bus.

A two-domain approach has been used. The digitized signal has, in fact, been analyzed in the frequency and modulation domains to verify the concurrence of its actual central frequency with its expected value. With regard to frequency-domain, the difference between the actual and nominal central frequency, \( \Delta f^* \), has been evaluated. In detail, the acquired samples have suitably been processed to estimate the power spectrum of the analyzed signal (Angrisani et al., 2003). Taking advantage of spectrum symmetry, the actual carrier
frequency has been measured as the threshold frequency that splits up the signal power in halves (Agilent Technologies, 2002). Concerning the modulation-domain, the digitized signal has gone through a straightforward I/Q demodulator, and tuned on the expected value of $f^*$, in order to gain the baseband components $I_{\text{dem}}$ and $Q_{\text{dem}}$. $I_{\text{dom}}$ and $Q_{\text{dom}}$ have then been compared to the baseband components $I$ and $Q$ acquired from the auxiliary analog outputs of the digital RF generator and assumed as reference, in order to calculate the following indexes

$$\Delta I = \frac{1}{N} \sum_{i=1}^{N} \frac{I_{\text{dom}}(i) - I(i)}{I(i)} \times 100\%$$

$$\Delta Q = \frac{1}{N} \sum_{i=1}^{N} \frac{Q_{\text{dom}}(i) - Q(i)}{Q(i)} \times 100\%.$$ 

(26)

(27)

Moreover, EVM (Error Vector Magnitude), which is a key indicator for modulation quality assessment, has been evaluated. EVM bears traces of possible causes of signal impairments (Angrisani et al., 2005); its value, in particular, gets worse upon the increasing of the deviation of the central frequency increases from its expected value.

5.4 Results

With regard to frequency-domain analysis, Table 5 enlists the results obtained in the tests conducted on a QAM signal characterized by a bandwidth $B = 3.84$ MHz and a carrier frequency $f_c = 500$ MHz. Results are expressed in terms of percentage difference $\Delta f^*$ between actual and expected central frequency of the replica, for different values of $p$, $B_g$, and $\Delta f$. Values of $\Delta f^*$ lower than 1% prove the good performance of the method. Similar outcomes have been experienced with the other test signals taken into consideration.

Concerning modulation-domain analysis, the values of $\Delta I$, $\Delta Q$, and EVM, in percentage relative terms, have been, on average, equal to 3.5%. Considering that the demodulator utilized in the experiments is not optimized, the achieved results are extremely encouraging and prove the capability of the method in correctly placing the spectral replica at the desired frequency.

6. Conclusions

The chapter has presented a comprehensive method for automatically selecting the sample rate to be adopted by a DAS when dealing with bandpass signals. The method stems from a thorough analysis of the effects of sample clock instability and clock accuracy on the location on the frequency axis of spectral replicas of the sampled signal, and allows an automatic selection of the sample rate, in accordance to user’s desiderata, given in terms of spectral location of the replicas and minimum guard band between replicas. Two alternative implementations have been presented, which refer to constant and variable time-base resolution of the DAS. The former can be applied when the DAS accepts an external clock source, whereas the latter is designed to work with the internal clock of the DAS that follows the common 1:2:5 rule.
Table 5. Frequency-domain results related to a QAM signal with bandwidth $B = 3.84$ MHz and a carrier frequency $f_c = 500$ MHz. Sample clock accuracy is $3.54 \times 10^{-4}$.

Several experiments, carried out on digitally modulated signals, have assessed the performance of the proposed methods through a two-domain approach. Results have shown that the difference between actual and expected value of the central frequency of the sampled signal is very low ($\Delta f^* \leq 1.0\%$). Moreover, the baseband $I$ and $Q$ components have been reconstructed on the basis of the expected value of the central frequency. The values of $\Delta I$, $\Delta Q$, and EVM have, in fact, been on average lower than few percents.
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