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1. Abstract

Many Data Mining techniques use the whole features space in the classification process. This feature space might contain irrelevant, or redundant, features that could reduce the accuracy of classification. This paper presents an approach to select a subset of features that are most relevant to the classification application. We use a wrapper approach to search for relevant subset of features, which will be used in the classification of two datasets: categorical teachers’ dataset and numerical image dataset. Naïve Bayesian algorithm and K-Nearest Neighbor algorithm are used to classify and estimate the accuracy of the categorical data and numerical data, respectively. The experimental results for both categorical and numerical datasets indicate that classification accuracy is improved by removing the irrelevant features and using only the relevant subset of the feature space.
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2. Introduction

Numerous data mining and machine learning applications employ feature selection techniques to improve their performance accuracy and efficiency. Instead of performing the task on the whole input feature set, these applications optimize the solution by selecting only the relevant subset of features, discarding the irrelevant ones, and perform the task on the selected subset of features. As a result, the running time cost of the system is reduced. However, minimizing the set of features may lead to degradation of classification accuracy. Thus, it is essential to include sufficient number features to achieve comparable, or better, classification accuracy as compared to including the whole input set of features.

If we assume that the whole set of features is S, then for some applications it is necessary to develop an algorithm that can reduce the set of features S to a subset of relevant features F, where F < S. Those eliminated features are irrelevant, or redundant, features and can negatively contribute to the classification accuracy. Therefore, before performing the
classification task, the relevant subset of features should be searched for. There are two methods to search for the relevant features. In the first method, the search can be performed based on prior knowledge of the feature space and the targeted results; however, this method is subjective and based on the user’s intuition and it difficult to apply the same method to different applications (John et. al, 1994). In the second method, a heuristic algorithm is developed to automatically select a subset of features, \( F \), from the whole set of features, \( S \), that will be sufficient to improve accuracy. However, with a moderate size of \( S \), the number of subsets to be considered grows exponentially with the number of features \( S \) (Guyon & Elisseeff, 2003). There are two heuristic approaches in the literature to select the relevant subset of features: filter approach and wrapper approach.

The filter approach tries to find a subset of features independently of the inductive algorithm that will use this subset in classification. This is achieved by applying some statistics to select strong relevant features and filter out the weak relevant ones before executing the classification algorithm. In contrast, wrapper approach searches for subsets of features using cross-validation and compares the performance of the classification algorithm with each tested subset in order to select the optimal one. Although the wrapper approach achieves better classification performance compared to filter approach, it requires more time for computations (Guyon & Elisseeff, 2003). The filter approach emphasizes the discovery of relevant features that maximizes the classification accuracy, while the wrapper approach searches for relevant features that minimizes the classification error (Lui & Kender, 2003).

Some scientific applications, such as fusion physics and remote sensing, necessitate the use of feature selection algorithms (Cantu-Paz et al., 2004). In fusion physics, the goal of scientists is not to build a predictor but to identify which features are related with an interesting state of the plasma. In remote sensing, feature selection algorithms are used to automate the identification of human settlements in satellite imagery, which is an essential step in the production of maps of human settlements that are used in studies of urbanization, population movement, etc.

In this paper, we present an approach to select a subset of features that are most relevant to the classification application. We use the Sequential Forward Selection algorithm (SFS) in a wrapper approach to search for relevant subset of features. The selected subset of features will be used in the classification of two datasets: categorical teachers’ dataset and numerical image dataset. Naïve Bayesian algorithm and K-Nearest Neighbor algorithm are used to classify and estimate the accuracy of the categorical data and numerical data, respectively.

In Section 2, we survey the related work to classification based on selected subset of features. Then, in Section 3, we present the algorithms for searching a subset of features and the classification algorithms. In Section 4, we present our experimental results. Finally, we conclude the paper in Section 5.

3. Related Work

Developing heuristic algorithms that efficiently searches the space of features and selects the best subset that maintains the same or better performance was a field of research for the past
4 decades. One of the most common feature selection algorithms is genetic algorithms (GA) (Holland, 1975; Laanaya et al., 2005; Vafaie & Imam, 1994; Hao et al., 2003). In GA, a population of candidate solutions of selected subsets of features is always maintained. Candidate solutions are sometimes named as individuals, chromosomes, etc. Each individual is an encoded representation of features of the problems at hand. Each feature in an individual is termed as Gene. The evolution starts from a population of completely random individuals and happens in generations. In each generation, the fitness of the whole population is evaluated; multiple individuals are stochastically selected from the current population based on their fitness, mutated or recombined to form a new population, which becomes current in the next iteration of the algorithm (Laanaya et al., 2005). This generalization process is repeated until a termination condition is achieved such as a solution that satisfies minimum criteria is found, which could be fixed number of generations is reached.

Another feature selection algorithm is called importance score, which is based on greedy-like search (Vafaie & Imam, 1994). The algorithm is based on determining the importance score of each feature using a fitness function and then it performs a greedy-like search to obtain the minimum set of features that maximizes the recognition of some learned rules.

Sequential backwork elimination (SBE) (Marill & Green, 1963) and Sequential forward selection (SFS) (Whitney, 1971) are greedy wrappers used to select the relevant subset of features. SBE starts the search with a full set and in each iteration it examines all subsets by removing one feature and retains the subset that gives the highest accuracy as a basis for the next iteration. On the other hand, SFS starts with an empty set and in every iteration it adds one feature to the subset. The search terminates after the accuracy of the current subset cannot be improved by removing (in case of SBE), or adding (in case of SFS), any other feature. However, the drawback of SFS is that once a feature is selected it cannot be removed even if its removal will increase performance accuracy. Similarly, in SBE, once a feature is removed it cannot be included even if its inclusion will increase performance accuracy.

A recent algorithm called Basic Sort-Merge Tree (BSMT) (Lui & Kender, 2003) is proposed to choose a very small subset of features. BSMT can be divided into two parts: the creation of a tree of feature subsets, and the manipulation of the tree to create a feature subset of desired cardinality or accuracy. Each part uses a heuristic greedy method. The algorithm reduces the cardinality of the input data by sorting the individual features by their effectiveness in categorization, and then merging these features pairwise into feature sets of cardinality two. Repeating this Sort-Merge process several times results in a subset of features that is efficient and accurate, which is then used in the classification process.

A memory-based algorithm, called leave-one-out cross validation (LOOCV) (Moore & Lee, 1994) employs backward and forward hill-climbing techniques to search for the best subset of features without having to exhaustively evaluate all possible subsets.

In this paper, we present SFS based search algorithm that avoids evaluating all possible subsets of features in a wrapper approach and then the selected subsets of the categorical
dataset are classified by a Naïve Bayes algorithm and the selected subsets of the numerical datasets are classified by a K-Nearest Neighbor algorithm.

4. Feature Selection

There are two major approaches, namely the filter approach and wrapper approach, to select the relevant subset of features that will improve system performance in terms of cost and accuracy. As compared to the filter approach, the wrapper approach improves the system performance by reducing the classification error. However, the wrapper approach requires more computations (Guyon & Elisseeff, 2003).

4.1 Feature Subset Selection

Selecting a subset of features has many potential benefits for classification applications:

- Reduces dimensionality to improve classification.
- Reduces computational cost and storage requirements.
- Reduces training time.
- Facilitates data understanding.

A simple greedy algorithm called Sequential Forward Selection (SFS) was proposed by Whitney in 1971 (Whitney, 1971) to search for the best subset of features. SFS (see below) starts with an empty feature subset (see line 1). In each iteration, one feature is added to the feature subset. To determine which feature to add, the algorithm tentatively adds to the candidate feature subset one feature that is not already selected and tests the accuracy of a classifier built on the tentative feature subset. The feature that results in the highest accuracy is added to the feature subset (lines 3-8). If we have added all the features or there is no improvement accrued from adding any further features, the search stops and returns the current set of features (line 9). This algorithm returns a single solution which contains the same selected subset of features on a given problem at every run. As shown in Fig. 1, the SFS algorithm takes as input the whole set of input features and returns the relevant subset of features.

Algorithm: SFS

Input: whole set of input features, S

Output: best subset of features, F

1) Let current subset, \( F = \phi \)
2) While size of \( F < \tau \), where \( \tau \) is the maximum allowed size of \( F \).
3) for each \( f \in S \)
4) \( F' \leftarrow f \cup F \)
5) evaluate \( F' \) and keep result
6) set \( F \leftarrow F' \) of best result
7) set \( S \leftarrow S - f \) of best result
8) keep evaluation result of current \( F \)
9) Return \( F \)

4.2 Subset Selection for Categorical Data

Bayes theory is a statistical method that measures the probability of a record in belonging to different classes. A method called Naïve Bayesian classifier (NB-Classifier), which is based on Bayes theory (Tan et al., 2006), is used to measure the accuracy of classification of our categorical teachers dataset into three classes: assistant professor, associate professor and full professor. Each record in the staff dataset consists of six features: name, age, nationality, salary, number of research works, and number of advisees.

The NB-Classifier is particularly suited when the dimensionality of the inputs is high. Despite its simplicity, NB-Classifier can often outperform more sophisticated classification methods. The NB-Classifier requires only one scan of the training data. Furthermore, it can easily handle missing values by simply omitting their probabilities when calculating the likelihoods of membership in each class. This method handles discrete values; however, if an attribute has continuous data, such as salary, these continuous values are divided into ranges. The ranges we used in our experiment are presented in Section 4. Table 1 summarizes the major notation used in this Section and subsequent sections.

The NB-Classifier can be viewed as a specialized form of a Bayesian network, termed naïve because it relies on two important simplifying assumptions: independence and normality. That is it assumes that the predictive features \( x_{i1}, x_{i2}, \ldots, x_{in} \) of an observed staff record \( x_i \) are conditionally independent given the class \( c_j \). These assumptions support very efficient algorithms for both learning and classification. An NB-classifier is often represented graphically as shown in Fig. 2, where the direction of the arrows state that the predictive attributes \( x_{i1}, x_{i2}, \ldots, x_{in} \) are conditionally independent given the class \( c_j \).
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Fig. 1. feature subset search and evaluation using a wrapper approach

The NB-Classifier can be viewed as a specialized form of a Bayesian network, termed naïve because it relies on two important simplifying assumptions: independence and normality. That is it assumes that the predictive features $x_i$ of an observed staff record $x_i$ are conditionally independent given the class $c_j$. These assumptions support very efficient algorithms for both learning and classification. An NB-classifier is often represented graphically as shown in Fig. 2, where the direction of the arrows state that the predictive attributes $x_{i1}, x_{i2}, ..., x_{in}$ are conditionally independent given the class $c_j$. 
symbol | description
--- | ---
$X$ | A set of $s$ observed records $X = x_1, x_2, \ldots, x_s$
$x_{ij}$ | feature $j$ of the observed record $x_i$
$C$ | A set of $m$ classes $C = c_1, c_2, \ldots, c_m$
$P(c_i)$ | Prior probability associated with class $c_i$
$P(x_{ij})$ | Probability of occurrence of record $x_i$
$P(x_i | c_j)$ | Conditional probability that given class $c_j$ the record $x_i$ satisfies it
$P(c_j | x_i)$ | Posterior probability that estimates the probability of $c_j$ given $x_i$

Table 1. summary of notation used in this paper

Fig. 2. A Bayesian network that represents the NB-classifier.

Let a set of classes $C = c_1, c_2, \ldots, c_m$ denote the classes of the observed staff records (training set) $X = x_1, x_2, \ldots, x_s$. Consider each observed record $x_i$ as a vector of random variables denoting the predictive feature values $x_{i1}, x_{i2}, \ldots, x_{im}$. Then, given a test instance $x$ to be classified, first, using Bayes rule (Eq. 1) we compute the posterior probabilities of each class and then predict the class with the highest probability as the class of $x$.

$$
P(c_j \mid x_i) = \frac{P(x_i \mid c_j)P(c_j)}{P(x_i)}
$$

(1)

From the training set, $P(c_j)$ is computed by counting the number of occurrences of $c_j$. For each feature $x_{ik}$, the number of occurrences is counted to determine $P(x_i)$. Similarly, assuming categorical features, the probability $P(x_i \mid c_j)$ can be estimated by counting how often each value $x_{ik}$ occurs in the class in the training set.
Since a staff record has \( n \) independent features, we compute \( P(x_{ik} | c_j) \) for every feature and then estimate \( P(x_i | c_j) \) by the conjunction of all conditional probabilities of the features as shown in Eq. 2.

\[
P(x_i | c_j) = \prod_{k=1}^{n} P(x_{ik} | c_j)
\]

(2)

The posterior probability, Eq. 1, is estimated for every class and then predict the class with the highest probability as the class of the test instance \( x \). The NB-classifier is simple and efficient approach to classify new staff record instances.

### 4.3 Subset Selection for Numerical Data

We use the K-Nearest Neighbor (KNN) algorithm to classify the numerical dataset (image dataset) using the selected subset of features. Each image is represented by a feature vector of size 64 and an image may belong to one of the following 12 classes: beach, garden, desert, snow, sunset, rose, banana, tomato, copper, tiger, wood, and gorilla.

KNN algorithm measures the classification accuracy of the selected subset of feature based on a distance function, \( d(q, p) \), Eq. 3, where \( p: p_1, p_2, \ldots, p_d \) and \( q: q_1, q_2, \ldots, q_d \) are two vectors representing two images.

\[
D(q, p) = \left( \sum_{i=1}^{d} |q_i - p_i|^2 \right)^{0.5}
\]

(3)

**Algorithm: K-Nearest Neighbor**

**Input:** \( I_{DB}, K, I_Q \)

**Output:** Class to which \( I_Q \) is assigned

1. \( L_K = 0 \)
2. for each \( t \in I_{DB} \) do
3. compute \( d(t, I_Q) \) using Eq. 3
4. if \( L_K \) contains \(<K\) items
5. \( L_K = L_K \cup t \)
6. else if \( d(t, I_Q) < d(I_Q, K^n) \)
7. \( L_K = L_K - K^n \)
8. \( L_K = L_K \cup t \)
9. Assign \( t \) to the majority class in \( L_K \)

Generally, the KNN algorithm works as follows:

- A number of images are prepared to be the training dataset. We performed stratified sampling to build the training dataset, which are representative images from all the pre-defined classes. These representative images in the training set include the class information.
The algorithm maintains an ascending order list $L_K$ that keeps the $K$ nearest neighbors found so far.

Each image in the database $I_Q$ is then compared with each image $t$ in the training set $t_{DB}$ by computing their Euclidean distance (Eq. 3).

If the list $L_K$ contains less than $K$ images from the training dataset, add image $t$ into the list, otherwise, if the distance between $I_Q$ and image $t$ is less than the distance between $I_Q$ and the $K$th neighbor in $L_K$, remove the $K$th neighbor from the $L_K$ and add $t$ to $L_K$.

Finally, the query image $I_Q$ is classified to the majority class in the retrieved $K$ nearest images in $L_K$.

5. Experimental Results

We performed our experiments on two datasets: categorical teachers' dataset and numerical image dataset. The first part measures the accuracy of classification of our categorical teachers dataset into three classes: assistant professor, associate professor and full professor. Each record in the staff dataset consists of six features: name, age, nationality, salary, number of research works, and number of advisees.

The $NB$-Classifier technique handles discrete values. If a feature value type is continuous, such as salary, these continuous values are discretized by dividing it into ranges. Each of the three classes is given a value that is assistant professor class is assigned 1, associate professor is assigned 2 and full professor is assigned 3. Before the $NB$-Classifier tests features, these features need to be encoded first. In our experiment, we encoded the ages between 20 and 30 as 1, those between 31 and 40 as 2, those between 41 and 50 as 3, and the ages above 51 are encoded as 4. Salary is divided into ranges as follows: 10,000-20,000 as 1, above 20,000-30,000 as 2, above 30,000-40,000 as 3, above 40,000-50,000 as 4, above 50,000-60,000 as 5, above 60,000-70,000 as 6, and above 70,000 is encoded as 7. Number of research is encoded as 1 for 0-25, 2 for 26-50, and 3 for 51 researches and above. Similarly, number of advisees was divided into ranges as follows: 1-5 as 1, 6-10 as 2, 11-15 as 3, and so on. The name and nationality features were not considered in our experiment as they are clearly irrelevant.

A training staff dataset of size 50 records was prepared and used to search for the subset of features and evaluate them. As seen in Table 2, in the first iteration, the number of research works gave the best classification accuracy among all other features and thus it was used as a basis for second iteration. In the second iteration, the subset of number of research works and salary gave the best classification accuracy. In the third iteration, the technique evaluated all possible subsets by adding another unselected to the basis from the second iteration; however, the best subset in this iteration did not give classification accuracy higher than the subset found in the second iteration. Therefore, the search was stopped and the best subset of features found in the second iteration was returned.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Best Subset of Features</th>
<th>Classification Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>{number of research works}</td>
<td>0.67</td>
</tr>
<tr>
<td>2</td>
<td>{number of research works, salary}</td>
<td>0.87</td>
</tr>
<tr>
<td>3</td>
<td>{number of research works, salary, age}</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Table 2. subset of features of categorical data

In the second part, several experiments were performed using 419 images. The accuracies of all possible combinations of 64 features, which represent the images, are found by SFS and measured by $KNN$ classifier.

First, using stratified sampling, a sample of 60 images was selected, five different images from each class were chosen. $KNN$ algorithm estimates the class of each image by selecting ten nearest neighbors. All subset of features were evaluated and their accuracies were measured by SFS when training images are included in evaluation and when they are excluded.

<table>
<thead>
<tr>
<th>Dataset Size</th>
<th>Training Dataset Included</th>
<th>Size of selected subset</th>
<th>Best Classification Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>Yes</td>
<td>51</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No</td>
<td>0.67</td>
</tr>
<tr>
<td>139</td>
<td>Yes</td>
<td>52</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No</td>
<td>0.79</td>
</tr>
<tr>
<td>419</td>
<td>Yes</td>
<td>56</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No</td>
<td>0.80</td>
</tr>
</tbody>
</table>

Table 3. subset of features of image data

Similar experiments were performed on different image dataset sizes; that is using 139 images from the set of 419. The training dataset in each experiment was chosen to be 60% of the dataset size. The number of training images selected from each class is proportional to the number of images in the class and these training images are selected randomly. Table 3 summaries the results of the three experiments. Notice that as we include the training images in the testing phase, the classification accuracy increase, which is expected because...
In the second part, several experiments were performed using 419 images. The accuracies of all possible combinations of 64 features, which represent the images, are found by SFS and measured by KNN classifier.

First, using stratified sampling, a sample of 60 images was selected, five different images from each class were chosen. KNN algorithm estimates the class of each image by selecting ten nearest neighbors. All subset of features were evaluated and their accuracies were measured by SFS when training images are included in evaluation and when they are excluded.

<table>
<thead>
<tr>
<th>Dataset Size</th>
<th>Training Dataset Included</th>
<th>Size of selected subset</th>
<th>Best Classification Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>Yes</td>
<td>51</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>36</td>
<td>0.67</td>
</tr>
<tr>
<td>139</td>
<td>Yes</td>
<td>52</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>37</td>
<td>0.79</td>
</tr>
<tr>
<td>419</td>
<td>Yes</td>
<td>56</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>39</td>
<td>0.80</td>
</tr>
</tbody>
</table>

Table 3. subset of features of image data

Similar experiments were performed on different image dataset sizes; that is using 139 images from the set of 419. The training dataset in each experiment was chosen to be 60% of the dataset size. The number of training images selected from each class is proportional to the number of images in the class and these training images are selected randomly. Table 3 summarizes the results of the three experiments. Notice that as we include the training images in the testing phase, the classification accuracy increase, which is expected because
the system will be able to correctly classify those images used in the training. Also, note that as the training image dataset is included in the testing phase the size of the subset of features is reduced.
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Fig. 3. Classification accuracy of the tested subsets of features.

The highest classification accuracy of the subset of features (with the training image dataset included in the test) at each iteration is shown in Fig. 2 for the image dataset of size 60. The X-axis represents the iteration number and the Y-axis represents the classification accuracy. Note that in the classification accuracy increases as more features are added to the basis of previous iteration till it reaches a peak at which the system had found the best subset of features, then as more feauters are added the accuracy degrades. The other datasets depict the same trend. The highest classification accuracy in Fig. 3 was reached for the following subset of feature numbers: \{6, 3, 23, 9, 24, 32, 33, 12, 13, 14, 19, 20, 29, 30, 35, 36, 40, 41, 45, 50, 51, 56, 25, 49, 34, 61, 37, 52, 53, 57, 59, 17, 21, 42, 55\}. The order of the features in the subset depicts the order of their inclusion in subset, which is based on their contributions to classification accuracy.

6. Conclusion

In this paper, we presented a wrapper approach to select the best subset of features that result in the highest classification accuracy. We use an SFS approach to search for the best subset of features. The Naïve Bayes algorithm and K-Nearest Neighbor algorithm are used to classify and estimate the accuracy of the categorical data and image data, respectively. This approach is evaluated using two datasets: categorical teachers’ dataset and image dataset. The experimental results for both categorical and image datasets show the feasibility of the presented techniques in classifying categorical and numerical data. Such techniques are useful in many applications to decrease the performance cost and increase the classification accuracy.
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