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1. Introduction

During the last few years, innovative vision strategies to generate and control image mapping have been successful in producing high-resolution digital vision systems. This success has, in turn, increased the interest in high-resolution cameras and absolute measurement with higher-resolution larger and larger field of view. New generation of panoramic vision sensors includes multi-cameras, catadioptric panoramic lenses, panoramic annular lenses, fisheye lenses, anamorphic wide-angle attachments, and panomorph lenses. The increasing trend to use panoramic vision sensors in various applications is driven by the need to have complete information about our surrounding environment. Seeing of what surrounds a vehicle can directly increase our safety, providing hemispheric vision endoscopic functionality can provide a higher patient comfort and better surgeon procedure. Indeed, video and vision processing have become growing technologies deployed in various applications. Increased integration of electronic and optical components and the declining prices of electronics in general are the primary enablers of this trend. This chapter presents the most recent advances in the panomorph vision sensor from the sky lens to the multi-task cameras.

A panomorph lens is a hemispheric wide-angle lens with enhanced resolution in a predefined zone of interest. Because panomorph lenses feature an optimal pixel-per-degree relationship, the resulting vision systems provide ideal area coverage, which in turn reduces and maximizes the processing. For example: a single panomorph sensor on the front of a vehicle could provide all the information necessary for assistance in crash avoidance, lane tracking, early warning alerts, parking aids, road sign and pedestrian detection, as well as various video monitoring views for difficult areas such as blind spots.

2. From the “Sky Lens” to the “Panomorph Lens”

It is well known that adding a large negative meniscus element mounted on the head of a compact positive component will create a system with a long back focal distance and a short focal length, which is namely a reversed telephoto (Kingslake, 1985). These lenses were very popular, since any lens used with a 35 mm camera had to have a back focal length of at least 35-40 mm to clear the rocking mirror on the camera. Consequently, any lens with a focal length of less than approximately 40 mm is a reversed telephoto type. Fortunately, this type is favourable for a wide-angle field of view. Wide-angle lenses are generally considered to be lenses with a field of view greater than 60 degrees.
However, for angles larger than 100 degrees, the barrel distortion becomes difficult to correct. With an extended field of view, the reversed telephoto lens will cover a hemispherical field -- we will call such lens a fisheye lens. This lens is not really an extension of a wide-angle lens. The fisheye lens has inherent large distortion, but this distortion should not be considered an aberration but rather the result of the projection of a hemispheric field on a circle, which is not possible without distortion.

The classical example of a fisheye lens “type” of image formation is an actual fish eye under water (Miyamoto, 1964). Robert W. Wood described in his book, *Physical Optics* (1911), a water-filled pinhole camera that was capable of simulating a fish’s view of the world (Figure 1A). Bond added a hemispheric lens with a pupil at the centre of the curvature in place of the water (Figure 1B). In 1924, Hill developed his Sky lens by adding a diverging meniscus lens (Figure 1C) before the hemispheric lens to improve the field curvature (thereby reducing the Petzval sum). This lens was a first prototype of the modern fisheye lenses (Figure 1D) which was patented by Schultz (1932) and Merté (1935). Some 40 years later, the now famous afocal wide-angle door viewer was patented (Artonne, 2005).

At that time a severe drawback was encountered when the fisheye was facing up or down, because in these positions the subject of interest might have appeared at the edge (large angle) of the field where the barrel distortion is very large. We will see later in this chapter how the modern high-resolution lens design can now control this distortion, to improve the field coverage of a panoramic lens and solve this historical concern.

Motivated by the need to record a distortion-free panoramic image, the flat cylinder perspective was born (Greguss, 1991). The panoramic feature is different from the fisheye in that there is no longer imaging of a hemispheric field onto a circle, but instead a 360° cylindrical field of view imaged onto a two-dimensional annular format (Figure 2). This kind of image will still suffer from severe image deformation. The annular image produced
by such a geometrical transformation will not produce (theoretically) radial distortion (cylinder height); however, the horizontal (circle circumference) direction will suffer from compression, from the edge to the centre of the image plane (see figure 4).

Fig. 2. Flat cylinder image

There are many known panoramic viewing optical arrangements that use this cylinder perspective. In particular, Greguss’ patent was one of the most promising approaches (Greguss, 1986). The main disadvantages are the limited dimension of the annular image on the sensor and the blind zones above and below the device.

Another approach to getting a flat cylinder perspective is to rotate a conventional camera around the vertical axis. This technique requires several frames with proper synchronization for the camera to complete a full rotation. This method is useful and widely used today in the production of high-quality panoramic photography. The technique is time consuming because it requires a long time for the image acquisition and extensive image processing to stitch all the images together.

Ideally, the goal in panoramic imaging is to be able to capture the entire scene in a single image from a single camera. This ideal imaging system would allow more than one hemisphere to be visible, similar to some insects’ vision system (Horridge, 1977) as figure 3. In reality, this can be achieved by using a multi-lens system with individual consecutive fields-of-view, totally covering a hemisphere. One of the major problems with this concept is the very complex image processing required, particularly on a moving platform.

Reflective optics offers an alternative to panoramic imaging. A standard camera placed below a convex mirror will image a large field-of-view, the properties of which will depend on the shape of the reflective surface (Chahl and Srinivasan, 1997). This approach has been used predominantly for producing panoramic TV displays. The projected images are captured by another equivalent optical arrangement (the reversibility property of light). For such an arrangement, the surface shape is not important as long as the projection mirror and the acquisition mirror are equivalent.

Systems with spherical and conical mirrors have been used to capture wide-angle images for robotics and machine vision devices (omnidirectional vision system). The mirror shape design is important and can provide a global image on the sensor, which presents a polar image with elevation and azimuth linearly distributed to radius and angle respectively.
Fig. 3. Compound eye allow light to travel through several facts before striking the light sensitive surface.

These systems are called omnidirectional cameras. An omnidirectional camera (from omni, meaning all) is a camera with a 360-degree field of view in the horizontal plane (flat cylinder perspective), or with a visual field that covers (approximately) the entire sphere. Omnidirectional cameras are important in areas where large visual field coverage is needed, such as in panoramic photography and robotics. In robotics, omnidirectional cameras are frequently used for visual odometry that can be used for navigation. Visual odometry is the process of determining the position and orientation of a robot or a car by analyzing the associated camera images. It has been used in a wide variety of robotic applications, such as on the Mars Exploration Rovers.

Modern panoramic lenses are now able to add a distortion control which is considered a major enhancement in panoramic vision (Thibault, 2005). The distortion is not anymore a consequence of the panoramic vision that we have to manage but it can be used to increase the sensor performances. Specifically, the panoramic sensor can be designed to increase the number of pixels in the zones of interest (ZOI) using a distortion control approach. By controlling the distortion, we change the effective magnification of the sensor in the ZOI. Consequently, the sensor can be custom-designed to meet real and very specific needs required by a specific application.

The Panomorph lens uses this distortion control approach and an anamorphic image mapping to provide a unique full hemispheric field coverage. In contrast to other types of panoramic imagers that suffer from blind zone (catadioptric cameras), low-image numerical aperture and high distortion, the Panomorph lens uses distortion as a design parameter, in order to provide a high-resolution coverage where it is needed. It also features an anamorphic image mapping of the full hemispheric field, which produces an ellipse image footprint rather than a circle (or annular footprint) as do all other types of panoramic imagers. This feature provides an immediate 30% gain in pixels used on the sensor (the ellipse footprint matches the 4:3 ratio of a standard CCD or CMOS imager). The combination of distortion control and anamorphic design provides an important gain in resolution, and an advantage over all other types of panoramic imagers. The figure 4 shows the panoramic lens evolution over the last 30 years. Each panoramic image falls on the same sensor size from the same scene. The Panomorph lens image (right), clearly covers a larger area on the sensor.
3. Panomorph lens theoretical background

Panomorph (from the Greek word *pan* meaning *all*, *horama* meaning *view*, and *morph* meaning *form*) lens is a particular type of panoramic lens. It features two important parameters, the amount and location of the resolution within the panoramic field of view. The human eye could be the most common panomorph device. Indeed, with its field of view close to 180°, we can classify the human eye as a very wide angle imager. Furthermore, the visual acuity is not linear across the field of view.
Natural evolution shaped the human eye to provide a higher visual acuity where needed. The fovea located in the center of the macula region of the retina sees only the central two degrees of the visual field but takes up over 50% of the visual cortex. The fovea is an augmented resolution (Ross 2006) area in the middle of the field of view.

As opposed to human eyes, in the case of a panomorph lens, the resolution is directly related to the lens magnification and not the variable sensor pixel size. The magnification variation across the field of view can be described by the distortion function or by the relation between the hemispheric field of view projected into the sensor plane.

The following figure shows different images captured by different panomorph lenses which have various resolution distribution within the field of view. In each case, the original scene is the same, only the location of the augmented resolution is different ranging from the center to the edge of the field of view.

![Resolution Zone Examples](image)

### 3.1 Hemispheric Field of View Projected into a Plane

A panoramic lens has inherent distortion, however this distortion should not be considered as an aberration but as a result of projection of a hemisphere on a plane. Consider the angle of incidence $\theta$ (in radian) of a light coming from an object at a long distance, the coordinates in the image plane of the image will be $(u,v)$. The lens will image the object as a function of the angle $\theta$. This function can be linear but not necessarily $(u=v=\text{constant} \times \theta)$ for...
an ideal fisheye). In the case of a panomorph lens, the relation between \( u \) and \( v \) is proportional to the anamorphic ratio but a polynomial within \( \theta \). The variation across the field of view (\( \theta \)) is the main advantageous of the panomorph lens. The derivative of \( u \) or \( v \) with respect to \( \theta \) is the lens resolution. For a fisheye, the resolution is constant (ideal fisheye) but for a panomorph lens, the resolution is also a polynomial function with \( \theta \).

Fig. 7. Image Formation.

### 3.2 Panomorph image projection model

To be effective, the panoramic video-viewing library corrects image distortion from cameras equipped with a panomorph lens for display and control of one or more standard views, such as a PTZ (Figure 8) in real time. The viewing library allows simultaneous display of as many views as desired from one or more cameras (Figure 9). Consequently, the viewing process must unwrap the image in real time in order to provide views that reproduce real world proportions and geometrical information. The algorithms can be customized and adapted for each specific application, which is then related to human vision (display) or artificial vision (analytic function).

The viewing process can be decomposed into three main steps:
- the definition of the panomorph geometrical model (PGM) associated to each custom panomorph lens application;
- the projection of the recorded image onto the PGM to provide a discretized mapping based on the recorded pixel position on the sensor;
- finally, the rendering, which uses well-known standard rendering techniques.

Fig. 8. Real-time distortion-free display (left: original image produced by the panomorph lens).
The image produced by each panomorph lens is unique to its application. The image mapping can be defined by a unique 3D geometrical model (Panomorph Geometrical Model, or PGM), which reproduces the panomorph lens design characteristics.

The PGM is a geometric representation (surface) of the relative magnification of the lens as a function of the angles, expressed in spherical or polar coordinates ($R, \theta, \phi$). In other words, if the surface is represented by vector $R$, the length of the vector is proportional to the lens magnification (resolution) in the direction defined by the polar angles. This model depends on lens parameters such as the anamorphic ratio, the field of view, as well as position, size, and the magnification in the zones of interest.

The PGM is a mathematical transformation of the image footprint $I(u,v)$ into a surface $S(R, \theta, \phi)$ representation using spherical coordinates:

$$I(u,v) \rightarrow S(R,0,\phi), \quad (1)$$

The anamorphic ratio is used only as a scale factor, which is function of the angle $\phi$ (Figure 10). This angle defines the azimuth direction of the recorded image taken by the panomorph lens.

Fig. 10. Panomorph elliptical footprint $I(u,v)$; scaling defined with $\phi$ angle.

The field of view, or FOV, determines the angular limit (theta) of the PGM. The FOV of the panomorph lens is about 180 degrees and can be more or less, depending on the application. Figure 11 shows two schematic PGMs with 180 degree and 250 degree FOVs respectively.
The panomorph lens uses distortion or resolution as a design parameter, in order to provide high-resolution coverage in a specific zone of interest. In other words, the FOV can be divided into different zones, each with a defined resolution as discussed in the next section. To illustrate the impact of the distortion profile on the PGM, we will study two examples. In these examples, the FOV is 180 degrees wide, the zone of interest is 30 degrees wide, and the resolution is two times greater in the zone of interest than it is in the rest of the FOV (2:1). From one example to another, only the position of the zone of interest changes.

Example 1:

The first example is based on the design of a front view camera (Figure 12). In this case, the zone of interest is the central part of the image, even though the entire 180-degree FOV is still recorded. A panomorph lens with this feature can be used on a cell phone (for video conferencing) or on an ATM surveillance camera.

The panomorph lens resolution in the central zone is twice that of the resolution in the periphery. Figure 13 shows the image footprint with the proper resolution for each zone. On the left of Figure 13, we have a Cartesian plot of the resolution as a function of the view.
angle (defined from the centre). We note that a transition zone exists between the central and the periphery areas. Theoretically, this transition can be very small, but as the panomorph lens is a real product, this transition can extend over 10 degrees.

Fig. 13. Image footprint (left) and resolution graph (right) for the front-view panomorph lens.

As defined, the PGM in the polar coordinate space represents the resolution of the panomorph lens, or a surface in space where the spatial resolution is constant in terms of azimuthal ($\theta$) direction. Mathematically, it means that the Cartesian graph (Figure 13, right side) is transposed into the spherical coordinate plane. Figure 14 shows the 3D PGM representation.

Fig. 14. 3D PGM (left), 2D view in Y-Z plane.

Example 2:
The second example demonstrates a panomorph lens optimized for video conferencing, where the zone of interest is not in the centre but on the edge of the field of view. Figures 15, 16 and 17 show the image footprint, the resolution and the corresponding PGM respectively.
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Fig. 15. Panomorph lens for video conferencing.

Fig. 16. Image footprint (left) and resolution graph (right) for the video-conferencing panomorph lens.

Fig. 17. 3D PGM (left), 2D view in Y-Z plane (right).
The panomorph lens can be used with any sensor format (VGA, XGA, etc.) as long as the lens performance matches the Nyquist frequency of the sensor. The number of pixels will have an impact on the discretization of the model for the PGM. Up until now, the PGM has been defined by a continuous mathematical surface, however, on sensor we have a finite number of pixels.

The continuous PGM will be sampled by the pixels. The number of pixels required to map the entire surface of the PGM is equal to the number of pixels on the sensor. Figure 18 shows a 2D sampling of the PGM using only 22 elements. You should note that the pixel dimension is constant over the entire PGM, and the pixels are always perpendicular to the direction of regard (direction of the vector R). With a higher number of pixels, the discrete PGM will be closer to the continuous PGM, as shown in Figure 19.

The image \( I(u,v) \) from the panomorph lens is projected onto the PGM, as shown in Figures 18 and 19. The final result is a discrete surface. The PGM is mapped with the panomorph image and can then be viewed using any classical 3D visualization techniques. Each pixel of the panomorph image is projected onto a discrete element of the PGM. The pixel position in the 3D space (on the surface) represents the real object position in the recorded scene. The projection uses the adapted azimuthal projection technique (see MathWorld—A Wolfram Web Resource) with anamorphosis and distortion parameters added.

The final goal is to visualize the recorded scene without distortion. The PGM can be used to achieve this goal using a standard algorithm (Horaud & Monga, 1995). A virtual camera is
placed at the central position (0,0,0). Viewing the scene with this virtual camera requires first selecting the angle \((\theta, \phi)\) of viewing direction. Figure 20 shows two cameras pointing in two different directions. The camera pointed at the centre of the PGM will show a total of four elements (1D, 16 elements in 2D). The camera pointed at the edge of the PGM will show only two elements. This is the distortion effect. The resolution is twice in the centre than it is on the edge. A zoom can also be applied to change the \(\Delta \theta\) and provide virtual functionalities.

Fig. 20. Virtual camera at the centre of the mapped PGM

The following Figure 21 shows the final projection on a 2D plane of each virtual view. This 2D view can be sent to a display monitor.

Fig. 21. Viewing pixel as a function of the pointing direction of the virtual camera (left = centre, right = edge).

### 3.3 Panomorph lens resolutions

As shown in the last section, an efficient panomorph lens, the coverage area is divided into different zones. A specific resolution requirement as well as a particular field of view is defined for each individual zone. Figure 1 shows a typical surveillance scenario. For this particular scenario, the panoramic coverage area is divided into five adjacent and continuous zones. Zones B and C are symmetrical with the vertical axis. The five adjacent zones, while still providing full hemispheric coverage together, each feature a different resolution requirement, as the most significant objects are in Zone B. (Zone B in a surveillance application enables facial recognition and identification.) An object in Zone B is
also more distant from the camera than an object in Zone A. This means that the relative angular resolution (pixels/degree) in Zones A and B should be different. For example: A human face in Zone B (located at 60 degrees from the vertical axis) will subtend an angle by half the amount that it would in Zone A (above the camera). To get the same number of pixels per face in both Zones A and B, the pixels/degree in Zone B must be twice the pixels/degree in Zone A. This means that the number of pixels required on the sensor to image Zone B is twice the number of pixels required to image Zone A. It is difficult to evaluate the exact resolution as a function of the sensor, because this would depend on the resolution chosen for the zone of interest. However, if we define i zones (1 to
where each zone covers an angle ($\theta_i$, up to $\theta_{\text{max}}$) with a number of pixels ($N_i$, #pixels is the number of pixel used on the sensor) we can describe the resolution ($R_i$) for each zone:

$$R_i = \frac{N_i}{\theta_i}$$  \hspace{1cm} (2)

with the following limit conditions:

$$\sum_{i=1}^{n} N_i = \sum_{i=1}^{n} R_i \cdot \theta_i = \#\text{pixels}$$  \hspace{1cm} (3)

and

$$\sum_{i=1}^{n} \theta_i = \theta_{\text{max}}$$  \hspace{1cm} (4)

showing that if you increase the resolution in the $i$ zone, the result is less resolution in the other zones. The figure 24 and 25 show a graphical view of the process. In real system, a transition zone exists to connect but zone A-B and B-C. Consequently, these zones should also be considered within the calculation.

4. Panomorph based vision sensor - examples

As a new technology, the design of a Panomorph based visual sensor requires particular attention. The following section shows a number of examples that illustrated how the panomorph vision sensor can be used in various applications. These examples can also be considered as starting point to design any custom applications.
4.1 Surveillance & security applications

The security application is probably to most important up to now for the panomorph technology. To illustrate an application, we can base the panomorph lens resolution requirement on the detection range. The detection range is a function of the number of pixels on the target used to recognize, identify or detect. Based on Figure 22, we define the range detection vertically (height of the people). Range detection can also be defined as the number of horizontal pixels on the target (width). This last definition uses the number of pixels on a circumference at a given angle to define, for a given FOV angle, the detection range. Because the number of pixels on the perimeter of an ellipse is larger than on the circumference of a circle, the detection range for horizontal detection is also always larger when using a Panomorph lens.

In order to understand the detection range we will further develop this example. We want to define the distance from which the face of a human body might have at least 30 pixels per dimension. Using simple mathematical expressions we can calculate this distance for each FOV angle. The distances then define a surface that is illustrated in Figure 26 for a 360 KPx CCD sensor (NTSC).

This example shows how a well designed Panomorph lens can provide a facial recognition range as far as 3 meters away from the camera (3 m calculated on the floor for a 30 pixel/face resolution). This means an extended range for detecting, identifying and recognizing a target. This extended range also provides an extended coverage rate for following the target. The red circle marks the detection area, which has a constant pixel to angle function similar to a fisheye lens.

Defining the resolution requirements for surveillance systems is not necessarily a simple task. A rough indication of the practical meaning of resolution can be defined from the following correlation between the resolution criteria and pixels on the sensor (Johnson's criteria) (Johnson, 1958).
NTSC: HR 520 lines (360 KPx) Sensor

Fig. 26. Detection range (30 pixels/ dimension). The red curve (constant) corresponds to a lens with a constant resolution on this sensor. The blue curves correspond to a Panomorph lens axis (two curves for long and short axis).

The criteria usually used are:

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Resolution per Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection</td>
<td>2 pixels per target</td>
</tr>
<tr>
<td>Orientation</td>
<td>3 pixels per target</td>
</tr>
<tr>
<td>Aim</td>
<td>5 pixels per target</td>
</tr>
<tr>
<td>Recognition</td>
<td>8 pixels per target</td>
</tr>
<tr>
<td>Identification</td>
<td>12-16 pixels per target</td>
</tr>
<tr>
<td>Recognition with 50% accuracy</td>
<td>15 pixels per target</td>
</tr>
<tr>
<td>Recognition with 90% accuracy</td>
<td>24 pixels per target</td>
</tr>
</tbody>
</table>

4.2 Automotive

The increasing trend to use vision sensors in transportation is driven both by legislation and consumer demands for higher safety and better driving experiences. Awareness of what surrounds an automotive vehicle can directly affect the safe driving and maneuvering of that vehicle. Consequently, panoramic 360° imaging is becoming an industry prerequisite. However, to obtain a complete view of the area around a vehicle, several sensor systems are necessary. This section presents how panomorph based vision sensor can satisfy the needs of various vision applications with only one sensor or panomorph lens configuration. Consider the simplified situation of a camera flush-mounted on the front of a vehicle. The goal of this section is to determine the appropriate parameters of the panomorph lens and the projection (un-warping) algorithms which correspond to the application requirements.

Lens and algorithm parameters to be determined:

- Field-of-view (FoV) of the application
- Lens distortion, anamorphosis ratio and resolution
- Lens mathematical model and calibration
- Software projection type, treatment and performance

Applications requirements:

- Lane departure and lane curvature recognition:
o Large FoV: Larger than 180° to increase the robustness of line tracking
o Projection algorithms to rectify the image and provide a straight line for recognition

• Collision warning using vehicle detection:
  o Large FoV to detect oncoming vehicles from all sides of a road intersection
  o 2-meter vehicle width must cover 10 to 40 pixels wide

• Road sign detection and recognition:
  o Large FoV to detect road signs at different locations
  o 0.5-meter sign width must cover 12 to 24 pixels wide

• Blind zone avoidance:
  o Large FoV: Larger than 180° to avoid blind zones
  o Projection algorithms to rectify the image and provide a user-friendly view to the driver

A collision warning application needs to have at least 10 pixels to define a two-meter wide object (vehicle). As defined by Thibault (Thibault, 2007), a fisheye lens is 5.04 pixels/degree on the targeted sensor (1280*960) over the entire FoV.

\[ \alpha = \frac{\text{Size}_p}{\text{Res}_s} \]  
(5)

Where \( \text{Size}_p \) is the object size on the sensor in pixels, and \( \text{Res}_s \) is the resolution of the system lens-sensor in pixels/degree: A 10-pixel object represents a \( \alpha = 1.98^\circ \) FoV and a 40-pixel object represents a \( \alpha = 7.9^\circ \) FoV.

\[ d = \frac{\text{Size}_m}{\tan(\alpha)} \]  
(6)

Where \( \text{Size}_m \) is the object size in meters: A 10-pixel object is \( d = 57.8 \) meters from the car. This means that a two-meter wide object will illuminate 10 pixels or more when the objects are within 57.8 meters.

With a panomorph lens, we can customize the distortion mapping to provide better resolution where required. Based on Figure 27, we define three zones of interest in the horizontal plane. The first area of interest in which we would like to increase resolution is the forward view.

For a collision warning application, there is a need to see farther on both sides when crossing an intersection. One needs also to see farther right in the middle, to detect a vehicle in the same lane. Figure 27 shows the resulting areas of interest over the entire FoV. The resolution of this type of lens is 8.42 pixels/degree on the targeted sensor within the zone of interest (Thibault, 2007). Using formulas (5) and (6), a 10-pixel object would be 97 meters from the car, a 70% increase compared to a theoretical fisheye lens within the same area of interest.

The safe distance between two vehicles is based on the driver’s reaction time; some governments have determined that this reaction time is at least the distance travelled during two seconds. We can deduce the following formula:

\[ d_{\text{meter}} = 0.56 \times V_{km/h} \]  
(7)
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Fig. 27. Augmented-resolution areas of interest for a panomorph front view lens.

<table>
<thead>
<tr>
<th>Speed</th>
<th>50 km/ h</th>
<th>70 km/ h</th>
<th>90 km/ h</th>
<th>110 km/ h</th>
<th>130 km/ h</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safe distance</td>
<td>28 m</td>
<td>39 m</td>
<td>50 m</td>
<td>62 m</td>
<td>73 m</td>
</tr>
</tbody>
</table>

Table 1. Safe distance between two vehicles at conventional speed limits

Road sign detection and recognition applications need to have at least 12 pixels to define road signs of widths from one meter up to 1.5 meters.

With a fisheye lens, using formulas (5) and (6):
- For a one-meter wide road sign, a 12-pixel object is 24 meters from the car and a 24-pixel object is 12 meters from the car.
- For a 1.5-meter wide road sign, a 12-pixel object is 36 meters from the car and a 24-pixel object is 18 meters from the car.

With a panomorph lens, using formulas (5) and (6):
- For a one-meter wide road sign, a 12-pixel object is 40 meters from the car and a 24-pixel object is 21 meters from the car.
- For a 1.5-meter wide road sign, a 12-pixel object is 60 meters from the car and a 24-pixel object is 30 meters from the car.

Again, because of the specific panomorph resolution pattern suggested in this case study, panomorph optics will increase the distance in its areas of interest (++) areas on Figure 27) by a factor of 70% compared to a theoretical fisheye lens.

For side views (blind spot monitoring), a higher resolution image will significantly enhance the viewing for long distance objects and vehicles on the periphery.

For example, to avoid a blind zone at a garage entrance created by vehicles parked on the street side.

Using the PGM (section 3.2), different software projection types can be created, depending on OEM requirements. The two following figures show ways to display a view of the intersection to the driver while avoiding the blind zone created by a parked vehicle. This
type of projection is simply a pixel displacement that has been computed during the calibration phase on a production chain. This can be hard coded in a lookup table in the camera module. No special CPU horse power is required.

Figures 29 and 30 show ways to avoid a blind zone. The driver can see everything in the blind zone using his/her on-board display. The panomorph lens design suggested in this...
Panomorph Based Panoramic Vision Sensors

Fig. 30. 190° strip integrating full intersection example increases the resolution of objects along the border and right in the middle. Where the resolution is higher, the camera is able to see for a longer distance. The panomorph distortion is optimized for this type of application. The driver is able to see far down each side of the street.

The final example for automotive is one could mount four (4) panomorph lenses all around the vehicle to provide a complete view with the added benefits of panomorph technology’s augmented resolution (figure 31).

4.3 Endoscopy

The last example of this section is about medical imaging. Researchers and physicians are always looking for the most effective and least invasive techniques to benefit the patient. For example, single-incision laparoscopic surgery - which is a critical advancement in minimally-invasive surgery (MIS), may soon become a preferred method. Minimally invasive surgical procedures or examinations require increasingly sophisticated devices to explore the interior of the patient’s body while limiting the impact on the human body. Recently, optic miniaturization and sensor improvements in size and resolution have led to the development of new smaller and improved videoscopes for medical imaging in various procedures. These modern visual instruments benefit from sensor miniaturization to increase their resolution up to 1.3Megapixel (HD).

Even with such high resolution, the endoscopic vision remains quite different than human vision, especially regarding the field of view and the type of viewing projection. The limited field of view produces poor visualization for the clinician and increases the scope manipulations and procedure time. These drawbacks have driven industry to design
Fig. 31. View of area surrounding vehicle using four (4) panomorph lenses.

endoscopes with a larger field of view. Several optical systems have been developed featuring convex mirrors, prisms or wide angle lenses to meet large field of view requirements. However most of these optical systems suffer from low resolution or poor quality. A particular concern in the optical design of these types of wide angle imager is the uniformity of the image quality and the fact that the more the field of view is enlarged, the more distortion is created on the viewing display.

Recently a new approach that can play a significant role in improving endoscopic procedures based on the use of the Panomorph technology have been proposed (Roulet, 2010). During an open surgery, the surgeon uses the wide field of view of his eyes to analyse the situation. He has a bird’s eye view of the surgery and he always has his tool in his field of view. However in MIS, using a standard endoscope causes a narrow viewing angle (figure 32). With its wide field of view, the panomorph lens increases the coverage of the operating area. Then, the surgeon observes a hemispheric field of view in the front of the endoscope.

By increasing the coverage, this device decreases the number of manipulations and repositioning of tools and endoscope (figure 33). For example, by placing the endoscope near the insertion point, the surgeon has an overview of the whole body cavity. He can well appreciate each tool position in the operating area.
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Furthermore, the panomorph endoscope displays more anatomical landmarks which help to localise the dissection plan and increases the perception of depth. Being able to keep an eye on his/ her tools all along the procedure is a major improvement for the surgeon, to avoid manipulation mistakes.

For MIS, we could design a laparoscope panomorph lens with augmented resolution in the center. This resolution distribution enhances the operating area (center area) while keeping the large field to survey the whole scene. The following figures (34-35) show the simulated panomorph lens images with increased resolution in the center. This augmentation is close to human eye behaviour. Figure 36 shows the normalised resolution ratio of the lens (pixels ratio/ degrees) across the field of view. The resolution along the center is 3 times higher than in the periphery. Consequently the object’s magnification in the center is larger and more details can be analysed in this part of the image.
The image display on the screen for the surgeon is an improved representation of the image captured by the panomorph lens and the sensor. The associated video-viewing algorithms will correct the image distortion to provide a rectilinear view (or a more natural view). These unwarping algorithms project pixels from the endoscope sensor to the display and produce one or more standard virtual views in real time. The viewing algorithms allow simultaneous display of as many views as desired from one endoscope as shown in figure 37.
Fig. 36. Normalized resolution across the field of view

Fig. 37. Different views processed from the same endoscope
Consequently, the viewing process unwarps the image in real time in order to provide views that reproduce real world proportions and geometrical information. These projection algorithms can be adapted for each specific surgical procedure, which is then related to human vision (display) or artificial vision (analytic function).

It is possible for the surgeon to easily choose the best view (projection algorithm configuration) which best fit his/her psycho-motor skills, his/her position and the intervention conditions without having to manipulate the laparoscope. For example, trocar positioning could be achieved by moving the view (virtual camera) without moving the panomorph laparoscope.

Surgeons and assistants have to deal with counter-intuitive endoscope manipulations. For example, in the case of a laparoscope with a 30 degree view, by rotating the laparoscope the assistant changes the viewing angle of the scene. With panomorph technology, views are based on image processing, and virtual camera movements can be performed without any endoscope movement.

Moreover, the surgeon could arrange each view on several screens to have a global overview of the surgery. For example, the following screen configuration well known in flight simulation software respects the aspect ratio, proportion and orientation of each object and would increase the surgeon's perception of depth and surrounding positions. Previous work demonstrates that panoramic visualisation increases the surgeon’s accuracy (Naya et al, 2008). In this case the panoramic view consists in different videos calculated from only one laparoscope which provides a surrounding view of the working area in real time. This concept is presented in figure 38.

Fig. 38. Immersive screen configuration sample

5. Conclusion

Panomorph lens development has led to new types of panoramic imager that can be customized to enhance any panoramic imager application. The design features full
hemispheric coverage, better use of sensor areas and increased resolution in the zone of interest. During the last few years, several research teams have developed custom applications using the Panomorph lens differentiator. This chapter has presented state of the art example of recent development using this technology. Panomorph lens based sensor make application more and more feasible in various application fields. Combines with proper viewing process, the Panomorph sensor can play a significant role in the future of visual sensor.

The viewing process is composed of three steps. The first step is the definition of the panomorph geometrical model (PGM) associated with each custom panomorph lens application. The second step is the projection of the recorded image onto the PGM to provide a discretized mapping based on the recorded pixel position on the sensor. The third is a final rendering based on an azimuthal projection technique. The algorithms developed over the years have been optimized for use on small CPU and memory, enabling embedded processing. The algorithms are available thru a SDK running on Linux and Windows operating systems, and can be ported to many processors and systems.

In conclusion, a panoramic imaging sensor contributes most to our perception of the world. Several sensor systems are necessary to obtain a complete vision of the environment around a vehicle, a robot, an airplane, or a security vehicle; however, a 360° visual sensor using panomorph lenses is probably one of the most promising ways to fuse many sensors into one, and thus reduce risk and cost.
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