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1. Introduction

Those last years, one can observe that the number of digital libraries has clearly increased but not as fast as the number of tools to promote the cultural heritage stored in those libraries. Among the great diversity of cultural inheritance we can notice that handwritten documents constitute an important part of ancient collections to valorise. In those document images, we are not interested in handwriting recognition and semantic content, but we focus on image content retrieval through visual low level characteristics of shapes (from graphemes to entire handwriting samples).

In this work, we are interested in digitized Middle-Age (composed by copyists’ texts from the 9th to the 15th century), Humanistic manuscripts (essentially composed by authors’ drafts from the 18th and 19th century) and overall lines based images, see Fig. 1.

Fig. 1. Complex handwriting documents images from different periods (from 13th to 18th century)

The community of handwriting document analysis has been working for several years on the development of computer-based systems for retrieval and identify handwritings from various historical periods. This begs the question whether such work can be applied to
medieval writing as well. In this work, on strong constraint is to find a robust characterisation tool for writer dependent or style dependent primitives. Due to the fact that the curvature and the orientation are judged to be two fundamental dimensions of handwritings, we have searched a way to compute them on the shapes for different corpus. To compute those dimensions, we have developed a methodology that is sensitive to variations at the edges of shapes and that reveals the variability of shapes and their anisotropy at different scales. The proposed methodology has been tuned so as to be robust to disturbed environments (presence of disturbed backgrounds, of partial shapes…) without requiring prohibitive costs of process nor great storage volume for each analyzed page image. Our choice relates to a redundant multi-scale transform: the Curvelets transform that is more robust than wavelets for the representation of shapes anisotropy, of lines segments and curves in the images. Standard wavelet-based tools suffer of their incapacity to locate thin structure of lines and thin variations all along curves. Those points will be discussed in following sections.

In the literature, we have observed that mainly handwritings characterization methods may be divided into four classes:

_ The first class gathers methods that search for structural information. As examples, we can quote the average height, the width and the overall slant of the writing. Despite these methods are really simple, their efficiency in the writer identification task is not proved as far. Their main drawback is in the initial segmentation task which is rarely robust.

_ The second class is made of statistical methods. The idea behind is to accumulate information in order to be less sensitive to intrinsic variations of writings. This time the drawback is the difficulty to evaluate quantitatively the amount of information that are needed in those kinds of process.

_ The third class is made of frequency analysis that is based on a change in the representation of the signal. This time the drawback is the lack of directionality that is caused by most of multiscale frquencies based representation.

_ The fourth class tries to get the best of several methods by mixing classes. Currently, we may find in the fourth class some serial arrangements of two existing methods from the first three classes.

We think that, thanks to recent works on signal processing, it is possible to mix the three first classes of methods in a single and efficient characterization approach. This mixing process is proposed and discussed in parts 0 and 0. In those sections, we will show how the curvature and the orientation of shapes are essential features that are dependent on image frequencies, geometry and distribution. The choice of these features comes from several pluridisciplinary discussions with palaeographers that we are working with. In the last part of the paper (in part 0), we will see two examples of applications based on these features: a content base image retrieval application and the analysis of the evolution process of Middle-Ages handwritings.

2. In the frequency domain

Most of the time, the structure of an image is very complex, you can find textured parts with changes more or less salient in brightness, or you can also encounter more or less overlapping objects. In all those situations it is not easy to define relevant universal features to describe objects in an image. In that context, objects are mostly defined according to
various criteria such as contour, shape, texture, presence of edges more or less smooth ... It is clear that a unique representation fails to take into account all these characteristics and other models should be developed to optimise the image processing that need to be done. Among these transformations we can include coding, analysis, representation or segmentation of information. These new models of representation must take into account the most appropriate information of the image without looking for secondary ones. If these new models can take into account the most appropriate information, it is still often convenient to be able to reverse the process. Therefore, we intend to define an invertible transform to work on information not limited to greyscales. The linear transforms of Fourier and Gabor were until recently the only alternatives to the representation and modelling of greyscale images. The number of representations has today significantly increased with, for example, the Laplacian pyramid transform and the wavelet transforms, whether classical or geometrical. These new representations have led to considerable progress in applications such as compression, denoising and now characterization of the contents. In this section, we show the way we followed to justify the choice of characterization approach based on geometrical wavelet transforms and especially on the Curvelets transform.

2.1 At the beginning, the Fourier transform

The initial work of Joseph Fourier focused on modelling the evolution of temperature through trigonometric series. We call today those transforms: Fourier series. More precisely Fourier showed that for any periodic signal \( f \) of period \( T \), we have:

\[
f(t) = \frac{a_0}{2} + \sum_{k=1}^{\infty} \left( a_k \cos \left( \frac{2k\pi t}{T} \right) + b_k \sin \left( \frac{2k\pi t}{T} \right) \right)
\]

Coefficients \( a_k \) and \( b_k \) are given by:

\[
a_k = \frac{2}{T} \int_0^T f(t) \cos \left( \frac{2k\pi t}{T} \right) \, dt
\]

\[
b_k = \frac{2}{T} \int_0^T f(t) \sin \left( \frac{2k\pi t}{T} \right) \, dt
\]

Formula (1) may be rewritten with the module \( r_k = \sqrt{a_k^2 + b_k^2} \) and phase \( \theta_k \)

\[
\cos \theta_k = \frac{a_k}{r_k} \quad \text{and} \quad \sin \theta_k = \frac{b_k}{r_k}
\]

\[
f(t) = \sum_{k=1}^{\infty} r_k \cos \left( \frac{2k\pi t}{T} - \theta_k \right)
\]

The formulas (1) and (3) can be adapted to the case of non-periodic and integrable signals. This is called the Fourier transform.

The Fourier transform \( F \) is an operation that transforms an integrable function into another function, describing the frequency spectrum of \( f \). If a function \( f \) is integrable, its Fourier transform is the function \( F(f) \) and is given by the formula.
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\[ F(f) : s \rightarrow \hat{f}(s) = \int_{-\infty}^{+\infty} f(t)e^{-2\pi ist} dt \]  

(4)

The departure set is the one of integrable functions \( f \) of one real variable \( t \). The arrival set is the one of functions \( F(f) \) of one real variable \( s \). Specifically when this transform is used in signal processing, we say that \( t \) is the time variable, \( f \) is in the time domain, that \( s \) is the frequency and \( F \) is in the frequency domain.

The Fourier transform is particularly well suited for stationary signals, so named because their properties are statistically invariant over time. If so, locating frequencies is meaningless.

The so-called natural images, especially document images, containing homogeneous zones with sharp transitions, generally located on the contours. This property makes them non-stationary signals, since the singularities appear in a non-homogenous way. The absence of localization of these singularities can be very penalizing. A solution may be found in the Gabor transform. The main well-known drawback of this approach is in the choice of the size of the sliding-window. Drawback solved with the wavelet theory.

### 2.2 The wavelet transform

In 1983, Morlet working on the analysis of seismic signals noted the inadequacy of the sliding-window Fourier transform due to the rigidity imposed by the fixed size of the window. He then decided to use a window of expanded or contracted size as needed. The idea of wavelets was born.

The wavelet transform uses basis functions to analyse and reconstruct a given signal. To understand this process, we shall now give a brief background on the properties of vector spaces for such reconstruction.

#### 2.2.1 Vector and basis functions

A basis of a vector space \( V \) is a set of linearly independent vectors such that any vector \( v \) of \( V \) can be expressed as a single linear combination of these vectors in the database. There may be more of one basis for a given vector space each but each of them has the same number of vectors: this number is called the dimension of the vector space. For example, any vector of \( \mathbb{R}^2 \) can be expressed as a linear combination of vectors \((1,0) \) and \((0,1) \).

Thus any vector is a linear combination of the basis of their vector space. This concept, expressed in terms of vectors, spread easily to functions by replacing the vectors of the basis with basis functions. Complex exponential functions are the basic functions for the Fourier transform.

If \( f(t) \) and \( g(t) \) are two functions of \( L^2 \) (all square integrable functions on a given interval), their scalar product can be calculated. This operation is used to calculate the wavelet transform as we recall in the following mathematical formalization:

Let \( f(t) \) a real function of real variable. \( \Psi \) is a function of zero average, centred around 0 and negligible outside a compact interval, called mother wavelet. The wavelet transform of \( f \) is:

\[ g(a, b) = \frac{1}{\sqrt{a}} \int_{t=-\infty}^{t=+\infty} f(t) \Psi \left( \frac{t - b}{a} \right) \]  

(5)
From the function $\Psi$, we can build a family of wavelets functions given by translations (coefficient $b$) and dilatations (coefficient $a$) of $\Psi$:

$$\psi_{a,b}(t) = \Psi\left(\frac{t-b}{a}\right)$$

where $a$ is the frequency and $b$ the time.

This definition shows that wavelet analysis is the similarity measure between the basis functions (wavelets) and the signal itself. Similarity is here understood as similar frequency content. The coefficients calculated in the transform indicate the degree of similarity between the signal and the wavelet at the current scale. Unlike the Fourier transform, the mother function is not defined in the theory so that it is possible to choose the most appropriate one to the problem. However, apart from the orthogonality of the basis vectors to obtain a good reconstruction, the wavelet basis must meet two important properties to deserve the name: the admissibility and the regularity condition. We will not study those here but we will focus on what we are interested in: anisotropic structures.

### 2.2.2 To anisotropic structures

Within the great diversity of approaches to complement the properties of “classical” wavelets are a class of methods seeking to better characterize the anisotropic structures. These are the geometrical wavelets which can be adaptive or not.

Geometrical adaptive wavelets tries to adapt the best wavelet basis to the geometry of a given image. It becomes clear that whatever the approach chosen, a preliminary estimation of the geometry is required before decomposition. This estimation may however be done in several ways: edge detection, triangulation, regularity estimation ... We may cite, as examples of this class of methods, the Bandelets (Le Pennec & Mallat, 2003), the oriented wavelets (Chappelier & Guilleminot, 2005) or the Directionlets (Veliavljivic, 2005). It appears that with such an approach, there is near no wavelets coefficients redundancy which can be an advantage for applications like compression of images.

Apart from characterizing the contours or local singularities, typically anisotropic properties, the non-adaptive geometrical wavelets share the distinction of having a fixed basis and independent of the image they represent. This allows, among other things, of not requiring additional cost for specifying, during the synthesis, the configuration used in the analysis. However this leads to many unwanted redundancy for applications such as compression. We may cite, also as examples of this class of methods, the Ridgelets (Candès & Donoho, 1999a), the Curvelets (Candès & Donoho, 1999b) and the Contourlets (Do & Vetterli, 2005).

### 2.2.3 The Curvelets

Due to fact that we are working with anisotropic structures, writings, we have chosen to use geometrical wavelets. The choice of a non-adaptive method is due to that we do not search to make compression of our signal but more to analyse the latter. Indeed, analysis may be better with a little redundancy in wavelets coefficients than if there was not. Finally the choice of Curvelets is due to that it has an optimal coding of information. The question now is how it is done. In the discrete domain and particularly in the case of images, we may
consider that locally, there are straight contours. This is what leads to the creation of the Curvelets transform. This transform is achieved in two main stages. First we partition the image into squares of varying sizes with recovery to avoid sides effects. These squares are obtained through a finite support Fourier window. The next step is to apply a discrete Ridgelets transform within these squares with dilation of the wave function of $a/a^2$. Contours not captured by the separable wavelet analysis can be found in the sub-band detail. A sufficiently fine partition of the sub-bands can then obtain blocks where these contours are straight lines and are therefore suitable for Ridgelets analysis. The Curvelets transform is invertible but redundant because the analysis in discrete sub-Ridgelets core is made using a Fast Fourier Transform (FFT) of the polar plane, requiring more points than those available in the rectangular grid. Using the FFT directly from the Fourier Slice Theorem. Indeed, it indicates that the Radon transform can be obtained by applying an inverse 1-D Fourier transform along radial lines passing through the origin in the Fourier domain of the 2-D image. All these steps are illustrated in Fig. 2.

![Fig. 2. Curvelets transform flow graph on an image](http://www.intechopen.com)

3. Features extraction

3.1 DCTG2
The version of the Curvelets transform introduced in section 0 uses the Radon transform. This transform is difficult to discretize. Candès and Donoho have proposed a second generation of transform that are now developed in the discrete domain. The development has been done in the software Curvelab (http://curvelet.org) The technical details related to this implementation are provided in (Candès et al, 2005) We have chosen to use in our work this implementation for the extraction of orientations and the evaluation of the curvatures on each point of the transformed image.

3.2 Orientations extraction
Curvelets coefficients are indexed in position, scale and direction. The coefficients enabled us to deduce easily the dominant orientations of strokes by retaining only the highest coefficient corresponding to processed pixel at the finest scale. We only retain the finest
scale for the analysis of orientation and curvature. However, the methodology presented can be applied regardless of the scale.

In theory, for a given scale \( E \), the number \( n \) of sub-bands created by the directional Curvelet transform is calculated using the formula:

\[
  n = a * 2^{\left\lfloor \frac{E-1}{2} \right\rfloor}
\]

where \( a \) is the number of angles used for the first cutting angular frequency plane which is in our case the scale 2.

In practice we set the number of scales and \( a \) to 8 and therefore we obtain at the finest scale 64 angles: so the accuracy of the directional decomposition is around 5°. Searching for a greater accuracy requires an additional cost in terms of storage that is not necessary for our work. In addition, this implies sensitivity to slight variations in the writing which is not desired for the great variability induced by production of handwriting.

Thus, if \( Op \) is the set of coefficients of the \( n \) orientations that are analysed at the finest scale corresponding to pixel \( p \), then the dominant orientation is \( o \) with

\[
  o = \text{index}(\text{MaxOp})
\]

where \( \text{Index}(j) \) is a function returning index \( i \leq n \) corresponding to Curvelet coefficient \( j \).

We show on Fig. 3, the results of this analysis on an extract from the Washington’s manuscripts library. Analysis of the circle on Fig. 4, is given as a colour reference and a zoom on a part of the orientation analysis is given on Fig. 5.

![Fig. 3. Orientation analysis based on the Curvelets transform](image-url)

![Fig. 4. Orientation analysis of a circle](image-url)
3.3 Curvatures evaluation

We just show how we extract the dominant orientations. The latter, although adequate for right segments, had to be enriched for all other cases, especially for handwriting that we study but also in almost cases of images in general. This enrichment has come to the attention of the other dominant orientations for the same pixel. Indeed, it is rare for a pixel of a curve (or contour) to have a single dominant orientation and it is very common that other orientations are also carriers of information. Therefore, for each pixel, we keep a list of different dominant orientations associated with it. This list of dominant orientations has been inspired from Antoine and Jacques’s works in (Antoine & Jacques, 2003).

In their work, authors use conical wavelets (Antoine et al, 2008). The support of these wavelets is strictly in a convex cone in the frequency domain which makes them very efficient in detecting objects whose orientation is marked as straight lines. From these wavelets, authors have shown that it is possible to estimate the curvature at a point in a line by estimating the number of orientations for which the wavelet coefficients corresponding to this point are significant. The main problem in our work by using this approach comes from the limitation to straight lines. Considering that conical wavelets approximate heavily Curvelet except that the parabolic scaling that is specific to Curvelets transforms allows a better selectivity of anisotropic objects. In that context, we decided to apply the same methodology but this time with the Curvelets transform. In that way we have used the list of dominant orientations that we have mentioned earlier to evaluate the curvature at the frontiers of lines and shapes. The evaluation of the curvature on each point is then simply computed by measuring the length of this list. The more long it is, the more the curvature at the point of interest is high and vice versa. Formally, we can define our evaluation of the curvature as follows:

Let’s consider \( P \) as a pixel of an image \( I \). \( L_p \) represent all significant orientations associated with it, then the level of curvature in \( P \), \( N_p \) is defined by:

\[
N_p = \text{Card} (L_p)
\]

A result of this evaluation is given on Fig. 6. for the same document as for the Fig. 3. Colours used for this representation are ordered on Fig. 7. and a zoom on a part of the evaluation is given on Fig. 8.
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3.4 Handwriting signature design

The analysis of orientations and curvatures at the frontiers of shapes that we have presented in sections 0 and 0 provides a characterization of writing in the manuscript. However, as the amount of information contained in a manuscript may considerably vary, we have built a compact representation of this information which allows to describe a unique writing contained in the document. This representation is what we call the signature of writing and is the score matrix M of couples (curvature, orientation) extracted from the analysis of orientations and curvatures presented in sections 0 and 0.

Thus, for each pixel p on frontiers of writing, we build the couple (c, w) where c is the curvature of the line in pixel p and w is the set of c orientations retained significant for the evaluation of the curvature. We raise the values of matrix M with coordinates (c, o) of a value corresponding to the ratio between the coefficient o and the maximum of coefficients all o considered (see Fig. 9).

Values of this matrix of occurrences remained closely linked to the amount of information contained in the manuscript so we standardized values by keeping the ratio between the
maximum value of the signature and the values of the latter. The values of the signature are then all between 0 and 1.

At the same time we have removed from our signature odd columns of the matrix. Indeed, the analysis takes into account the 360 degrees and therefore evaluates each direction twice (45° and 225° for example). This produces a curvature systematically even hence our choice (see Fig. 10). We have also removed half of the lines, but in order to illustrate and justify the symmetry, we will still represent them in the following.

Fig. 10. Even curvatures suppression in signature

We quickly found that the standardization is not suitable for the comparisons intended for this signature. Indeed, with such an approach, significant values of the signature are, in the same language, almost invariant. For the Latin languages, for example, there are almost systematically the vertical and / or horizontal orientation considered as dominant and thus around a curvature evaluation rather low. This comes, of course, essentially from the verticality of our scripts and the horizontal alignment of our texts. To solve this problem, we have raised low values of our signature while reducing the role of orientations common to all writers. To do so, we applied a Lorentzian filter (see Fig. 11(2)) before reversing the order of values in the signature (see Fig. 11(3)):

$$\forall i, \forall j \rightarrow M(i, j) = 1 - L(M(i, j))$$

where \(L\) is the Lorentzian filter defined as:

$$L(x) = \frac{\Gamma}{2\pi} \frac{1}{(\frac{1}{2}\Gamma)^2 + (x - x_0)^2}$$

where \(x_0\) is the index of the peak and \(\Gamma\) its width at half height.

Fig. 11. Different steps of our signature changes

4. Applications

Now that features can be extracted and that if necessary those can be grouped together in a compact signature, we will now show how we used them to retrieve information from...
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Fig. 10. Even curvatures suppression in signature

We quickly found that the standardization is not suitable for the comparisons intended for this signature. Indeed, with such an approach, significant values of the signature are, in the same language, almost invariant. For the Latin languages, for example, there are almost systematically the vertical and/or horizontal orientation considered as dominant and thus around a curvature evaluation rather low. This comes, of course, essentially from the verticality of our scripts and the horizontal alignment of our texts. To solve this problem, we have raised low values of our signature while reducing the role of orientations common to all writers. To do so, we applied a Lorentzian filter (see Fig. 11 {2}) before reversing the order of values in the signature (see Fig. 11 {3}):

\[ L(x) = \frac{1}{\sqrt{\pi}} \cdot \frac{1}{\Gamma(\frac{1}{2})} \cdot \frac{1}{\sigma^2} \cdot e^{-\frac{(x-x_0)^2}{2\sigma^2}} \]

where \( L \) is the Lorentzian filter defined as:

- The precision \( P \) is evaluated over all queries: \( P = \frac{\text{NumberOfGoodAnswers}}{\text{NumberOfAnswers}} \)
- The recall \( R \) is evaluated over all queries: \( R = \frac{\text{NumberOfGoodAnswers}}{\text{NumberOfExpectedAnswers}} \)
- The \( F \)-measure is computed from \( P \) and \( R \): \( F = \frac{2PR}{P+R} \)

To highlight those values we have decided to compare our system to another one from the state of the art. Many of those use features based on texture, colour, ... and in our case comparison would not be very easy. So we decided to test one based on wavelets coefficients: ImgSeek (Jacobs et al, 1995)

4.1 Content based image retrieval

As every CBIR system, our one is composed of two main parts: a features extraction phase that allows a change in representation space and a comparison phase between those features which provides a list of similar images. This scheme of operation is identical to the one of a k nearest neighbours approach and is presented in Fig. 12.

Fig. 12. Schema of a content based image retrieval system

The features extraction and the signature design steps have been presented in part 0 and we will now have a look on the similarity evaluation between signatures. We have developed two main measures; a generic one and another one dedicated to medieval Latin manuscripts. The two measures have been integrated in our system and we have tested those on two different databases.

The evaluation process was the same for both:

- The precision \( P \) is evaluated over all queries: \( P = \frac{\text{NumberOfGoodAnswers}}{\text{NumberOfAnswers}} \)
- The recall \( R \) is evaluated over all queries: \( R = \frac{\text{NumberOfGoodAnswers}}{\text{NumberOfExpectedAnswers}} \)
- The \( F \)-measure is computed from \( P \) and \( R \): \( F = \frac{2PR}{P+R} \)

To highlight those values we have decided to compare our system to another one from the state of the art. Many of those use features based on texture, colour, ... and in our case comparison would not be very easy. So we decided to test one based on wavelets coefficients: ImgSeek (Jacobs et al, 1995)

4.1.1 Results of the generic measure

The generic measure is a linear correlation coefficient and we have tested it on a humanistic handwritings database. We present here the results obtained on the basis of manuscripts.
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IAM. The value of this database is that information about writers are known and the types of scripts are closed to what we call humanistic writings. We also tested our approach on images of ancient manuscripts with similar types to those in the IAM database and results were similar. However we do not present these results for rights issues on these documents. As we have mentioned, all images of the IAM database are given with accurate information about writers, the task of labelling was greatly facilitated. We provide results in Table 1 and the corresponding curves in Fig. 13.

<table>
<thead>
<tr>
<th>System</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our system</td>
<td>0,87</td>
<td>0,68</td>
<td>0,81</td>
</tr>
<tr>
<td>ImgSeek</td>
<td>0,82</td>
<td>0,63</td>
<td>0,73</td>
</tr>
</tbody>
</table>

Table 1. Comparison between characteristic values of our system and ImgSeek on Humanistic database

![Fig. 13. Precision/Recall curves of CBIR on Humanistic database. Our system in red and ImgSeek in yellow](image)

It appears that, despite our similarity measure do not take into account information on handwritings properties, results stay better with our system. We have also tested our approach on a natural images database and results are almost the same except that gap between the two systems is greater.

4.1.2 Specialized similarity index

We have the chance to work with palaeographers and this led us to study our linear correlation on their images. Results were clear not what they expected. By the way, we have tried to understand where could be the problem of our approach and it appears clearly that the linear correlation take to much into account some part that should not. Two Latin handwritings have clearly some common properties that should be considered in the same
way that their differences. This assessment, or nearly the same, has been done by Tversky (Tversky, 1977) when he built is ratio model in the cognitive psychology field. The problem for us of this model is that it is based on binary features which is clearly not our case. We have then decided to adapt it to our specific signature. To do so, we decided to separate information of our signatures on the basis of their common and what we call the residual or distinctive parts. We shall now see how we make this separation.

For separation of values into two groups, we defined the combination of two measures that are:

- A linear correlation based on common parts of the two signatures, which we denote $\text{Cor}_{\text{directe}}$.
- A linear correlation based on opposition parts between the two signatures, which we denote $\text{Cor}_{\text{residus}}$.

To define common parts between the two signatures we set a threshold $S$ between the strong and low values. This threshold is the mean of the first signature that is in our case the query signature. If for a couple of values in the signature, values of both signatures are higher (respectively lower) to $S$ then they would be taken into account in the calculation of a direct correlation denoted $\text{Cor}_{\text{forte}}$ ($\text{Cor}_{\text{faible}}$ respectively) (see Fig. 14).

![Fig. 14. Parts kept for the direct correlation and the residual correlation](image)

$\text{Cor}_{\text{forte}}$ and $\text{Cor}_{\text{faible}}$ are grouped together in a single measure defined as follows:

$$
\alpha \text{ Cor}_{\text{directe}} = \alpha \times \text{ Cor}_{\text{forte}} + (1 - \alpha) \times \text{ Cor}_{\text{faible}}
$$

(7)

where $\alpha$ depends on number of values kept in each part.

In exactly the same way $\text{Cor}_{\text{residus}^+}$ and $\text{Cor}_{\text{residus}^-}$ are grouped together in another single measure defined as follows:

$$
\beta \text{ Cor}_{\text{residus}} = \beta \times \text{ Cor}_{\text{residus}^+} + (1 - \beta) \times \text{ Cor}_{\text{residus}^-}
$$

(8)

where $\beta$ also depends on number of values kept in each part.

Our index is then defined as:

$$
\text{Sim} = \gamma \times \text{ Cor}_{\text{directe}} + (1 - \gamma) \times \text{ Cor}_{\text{residus}}
$$

(9)

where $\gamma$ is left to the user. He may then choose between taking more into account the common parts of signatures or what makes the difference between them. On our
medieval manuscripts database, curves of Precision/Recall according to the value of $\gamma$ are given in Fig. 15.

![Fig. 15. Our system behaviour according to values of $\gamma$](image)

What we can see on this curves is that, for this specific database, it is clearly more interesting to consider differences between writings more than common parts. Indeed, despite the end of curves is almost the same, for low values of recall (first answers) the precision stay higher with low values of $\gamma$.

4.2 Word spotting

The word spotting is based on a similarity or a distance between two images, the reference image defined by the user and the target images representing the rest of the page or all the pages from a multi-page document. Firsts results in handwriting documents have been given by Manmatha et al. in (Manmatha & Croft, 1997). Their idea was to match words from a request and words in documents by the use of simple features such as aspect ratio’s of word’s bounding box. Other approaches use direct correlation methods applied on the grey levels for image similarity comparison. Those classical approaches are very sensitive to geometrical transformations and are time consuming. Moreover, correlation cannot be easily adapted to the spatial variations of the handwriting. Main solutions consist in representing the informative parts of the images with feature vectors that can be compared with other feature vectors from other images. The choice of the most discriminant features to characterize regions of interest is central. Different approaches for local image structure description have been proposed in the literature. We propose here a short overview of those methodologies. An approach proposed by Kolcz et al. in (Kolcz et al, 2000) was to search along lines of text a way to match their request in every position along this line. Several features have been used and are matched with a dynamic time warping (DTW) distance. This is an expensive way to search a match but some heuristics are used to limit the search along the lines. Moreover, results are really much better than those proposed in (Manmatha & Croft, 1997). A mix of this kind of ideas can be found in (Rath & Manmatha, 2003). The
idea is to segment each documents into words with a technique given in (Manmatha & Sriman, 1999), and then to resize and realign each word so that it can be easily compared with other images. Distance between images is then computed with the DTW distance on a set of features described in this paper. The critical part of this approach is in the segmentation into words which can not be done on every documents and especially on medieval documents.

Recently, Leydier et al. in (Leydier et al., 2007) have proposed a (word, line, layout) segmentation-free method which rests on the assumption that words can be matched on a small number of guidelines. Very good results are shown but no idea is given on what happened if text is not as vertical and straight as those in manuscripts studied. However, they have proved that the strokes’ orientation provide a strong piece of information in handwritten manuscripts. The hitch comes from matching distances tested which are based on the assumption that guidelines are vertical which is not necessary the case in other manuscripts. Other keyword spotting approaches very close to our proposition have been proposed these last years. Fink and Plotz in (Fink & Plotz, 2005) have tested appearance-based features for writer independent handwritten text recognition and compared it with heuristic features. Terasawa et al. in (Terasawa et al., 2006) have developed principal component analysis-based descriptors and gradient distribution features for word spotting in historical handwritten documents. The only limitation of the approach is its application to only well segmented threshold documents and very regular handwritten texts.

Our approach tries to keep the best of the different approaches presented, by searching guidelines but not necessary vertical ones. Our idea is to search for the predominant orientations of the query in documents (see Fig. 16).

Once orientations are extracted from the request by the use of the Curvelet transform, we search for the same organization of those orientations in a window similar to the one of the request sliding over the documents. The organization is obtained from a quad tree applied on the window in which each leaf contains the area covered by exactly the same number of pixels detected with predominant orientation of the query image (see Fig. 17).
As it is also an information retrieval system, we have computed the same value that what we have done in section 0. This time we have compared our system to the one of Leydier et al (Leydier et al., 2007) This time, it is our system which use less information than the one we compare to. Indeed, the system of Leydier et al uses information on what it searches for. For example, guidelines used to search for a word are vertical which is due to fact that this system was initially developed for Latin writings. Nevertheless, it is the closer to our system and that is why we decided to compare our system to this one.

The first database we tested is the Washington’s manuscripts database. Characteristic values of this comparison are given in Table 2 and corresponding curves are given in Fig. 18.

<table>
<thead>
<tr>
<th>System</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our system</td>
<td>0.8</td>
<td>0.42</td>
<td>0.55</td>
</tr>
<tr>
<td>Leydier et al.</td>
<td>1.0</td>
<td>0.53</td>
<td>0.69</td>
</tr>
</tbody>
</table>

Table 2. Comparison between characteristic values of our system and Leydier et al. on Washington’s manuscript database
Leydier et al. system is better than our one because of the use of information on shape searched. If we work on a database of comics images, which are also strokes images, the result are almoste inverted due to the generic aspect of our approach. Characteristic values are given in Table 3 and corresponding curves in Fig. 19.

<table>
<thead>
<tr>
<th>System</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our system</td>
<td>1.0</td>
<td>0.4</td>
<td>0.57</td>
</tr>
<tr>
<td>Leydier et al.</td>
<td>0.9</td>
<td>0.36</td>
<td>0.51</td>
</tr>
</tbody>
</table>

Table 3. Comparison between characteristic values of our system and Leydier et al. on comics images database
5. Conclusion

We have shown how one can extract features, curvatures and orientations in frontiers of shapes, from a geometrical wavelets transform. We have also shown how we can use these features to develop two applications of information retrieval. The content based information retrieval system is based on a global information about the handwriting in the document and the word spotting system is based on local information about a keyword. We have compared those systems to the state of the art and we are currently working on how to improve results.

For the word spotting system, we consider that we can use the curvature information to locate interesting points in the documents. Currently, we slide our window over all the document pixel by pixel. This is very expensive and as we can see on Fig. 20 if we reduce search to, for example, high curvatures zones the treatment cost should be greatly reduced.

![A document image](image1) ![Curvature evaluation](image2) ![Curvature thresholded](image3)

Fig. 20. Example of reduction of search field thanks to curvature

We are also working on an improvement of our CBIR system. This improvement comes from a density study of writings in a new representation space. This study is closed to the Parzen window method. Once it is done, we may use this study as a preliminary index to the search in the database. We are currently working on this approach on our medieval manuscripts images database. Results still need to be evaluated by experts before we can apply it in our CBIR system.
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