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Abstract

This chapter presents how to recover a data set that contains missing values, errors and outlier values using the Self-Organizing Maps (SOM). It has been shown by many authors that if a data set contains missing values (missing components of some observations), then the SOM is a good candidate to recover it. The idea is as simple as to use the center of each subclass to estimate the missing values of a given observation. The virtue of the SOM regarding this problem is two folded: firstly, it is a non-parametric regression procedure that does not suppose any underlying models of the data set, and secondly it uses the information from similar observations to refine the positions of subclasses centers and hence gives better estimation. Therefore, the SOM for missing value will be detailed first, and the modification of this algorithm will be proposed through the introduction of a new similarity measure (replacing the Euclidean distance, the widely used one with SOM applications) that is to be used to match different observations to their best matching neurons. These algorithms will be presented by the help of a case study that recovers the missing and erroneous values in a set of remote sensing images (due to the presence of clouds and shadows). The application of the SOM algorithm to recover the missing data in a heavily cloudy region in France, monitor its superiority to other methods reported in the literature.

1. SOM for incomplete data

As we have seen in previous chapters, the SOM is used to cluster a set of observations \(X = x: x = x_1,\ldots, x_k,\ldots, x_n\) into a set of \(M\) clusters or classes of \(\mathbb{R}^n\). The clustering is as good as the separability found between clusters. Normally, each cluster is represented by more than one neuron in the SOM output space to account for the natural variability in each cluster. Therefore, the number of neurons in the SOM, \(M\), is usually greater than the natural number of clusters or classes found in the data set \(X\). Hence neighboring neurons share a considerable amount of information between them. This virtue of the SOM is used to overcome the reality that some observations, \(x\), may have incomplete set of components, \(x_k\), due to different reasons: insufficient data, sensor failure, experiments non-completed, etc. Authors of Fessant & Midenet (2002) showed how the SOM algorithm may be used to estimate, recover, missing values in surveys. In Cottrell & Letrmy (2005), authors used the same method to estimate missing values in a socio-economical database. The basic ideas in their
work are: firstly, using valid components only in the training of the SOM and secondly using the synaptic weights of each neuron to estimate the missing components of the corresponding input observation. The following paragraphs will describe this process in more details.

Due to the huge size of the data used in many applications, we usually use two data sets in the clustering (or missing values estimation) using the SOM algorithm: the original one, \( X \), to be clustered and a representative subset of it, \( X' \). This last subset is smaller in size than the original set, this accelerates the training process. In the case that the original set, \( X \), contains observations with missing values, the training subset, \( X' \), may or may not contain observations with missing values. To proceed in the training phase, if an input observation \( x \) contains missing component, \( x_k \), the set \( M_x \) is introduced to define the indices of these missing values. In this case, \( M_x \) is a sub-set of \( 1,2,\ldots,n \).

In the training phase, the winning neuron at iteration \( t \), \( C_m(t) \), is selected in responding to the input \( x \) using the equation:

\[
\| x - C_m(t) \| = \min_{m \in \{1,\ldots,M\}} \| x - C_m \|. \tag{1}
\]

When facing incomplete vector, \( x \), the Euclidean distance \( \| x - C_m(t) \| \) is computed with the valid components of \( x \) only (\( x_k \notin M_x \)). The weight updating of neurons (the best-matching neuron, \( C_m \), and its neighbors that belong to the set \( N_m(t) \)) affects the valid components only. In other words, by denoting \( C_m(t) = (c_{mj1},\ldots,c_{mjk},\ldots,c_{mjn})' \) the components of weight vector associated to the neuron \( C_m \) at instant \( t \) and \( x = (x_1,\ldots,x_n)' \), then the weight updating process is accomplished by the equation:

\[
c_{mk}(t + 1) = c_{mk}(t) + h_{m,mc}(t) \left[ x_k - c_{mk}(t) \right], \tag{2}
\]

for \( k \notin M_x \) (i.e. for valid components). Otherwise, no modification is performed:

\[
c_{mk}(t + 1) = c_{mk}(t). \tag{3}
\]

### 1.1 Estimation of missing values

One of the interesting properties of the SOM algorithm for missing values is that it allows an \textit{a posteriori} estimation of these missing values. Once the SOM has been trained, the missing values may simply be estimated by using:

\[
\hat{x}_k = c_{mk}, \quad k \in M_x. \tag{4}
\]

When the Kohonen algorithm converges with a neighborhood of length 0, it is known that the code-vectors \( C_m \) converges asymptotically to the mean value of its class or subclass \( m \). Therefore, this estimation method consists in estimating the missing values of a random variable by the mean value of its class, defined through a training set. It is obvious that the more the compactness and the separability of the classes, the more accurate the estimation. Eq. (4) may be turned to a fuzzyfication by using membership values of the observation \( x \) to the set of the code vectors Cottrell & Letrmy (2005). These membership values may also provide confidence intervals Cottrell & Letrmy (2005).
2. Case study

In this section we will study the application of this technique to a set of MODIS (Moderate Resolution Imaging Spectroradiometer) data dedicated to identifying bare soils in the Brittany region of France during the winter season. Most of observations are unusable due to the presence of clouds or shadows (knowing that this region is characterized by 200 rainy days per year). Therefore, in order to make bare soil monitoring in such conditions, it is necessary to process as most data as possible.

In this application, MODIS data are collected in time series of reflectances (near-infrared and red reflectances). In other words, each pixel in a multiband file is a temporal profile of a certain reflectance channel. The temporal profile of each pixel is considered to as an observation that contains as much components, \( x_k \), as the number of dates, \( n \), in the time series. Therefore, the SOM algorithm for the missing values will be applied twice on two different sets: one set for the near infrared channel of the MODIS image series, \( X_{\text{NIR}} \), that contains observations of the form \( x = \text{NIR}_1, \ldots, \text{NIR}_k, \ldots, \text{NIR}_n \), and another set for the red channel, \( X_R \), that contains observations of the form \( x = R_1, \ldots, R_k, \ldots, R_n \).

If one temporal profile has cloud or shadow contamination in any date, then the index of this date is assigned to the set \( M \) and the whole observation is marked as having erroneous values. These erroneous values have to be detected and marked as missing values before proceeding with the SOM algorithm for missing values to recover them.

2.1 Data

We describe in this section the data used in this case study. These data contains two types of satellite data. The first type is the MODIS data that are contaminated by the presence of clouds and their associated shadows, while the second type is a set of high resolution data that has been used in the validation of the SOM algorithm for missing values. The following paragraphs provide more details about these data.

2.1.1 MODIS data

MODIS images of the season 2002-2003 were used in this case study. They were selected according to sensor zenithal viewing angle and cloud coverage criteria. Despite available cloud cover information in each MODIS tile, images have been selected visually. Selection based on MODIS tiles information appears to be too imprecise, since the information is not spatially distributed. Images with less than 50% of cloud coverage are selected. Concerning zenithal viewing angle selection, images acquired with an orbit track centered on Brittany and a radius of 200 km were selected. Low zenithal viewing angle values, inferior to 20, were selected only to avoid spatial resolution variations.

10 images are available from 11-25-2002 to 4-16-2003. Almost all of the images captured in these dates are contaminated by clouds, even the fact that these dates were selected, indeed, for their minimal amount of cloud coverage. Only band 1 and 2 of the MODIS data have been processed due to their 250m spatial resolution. Therefore, the SOM algorithm for missing values will be applied twice: one process dedicated to the data set constituted by the 10 dates of red reflectances and another independent process applied to the data set constituted by the 10 dates of near-infrared reflectances. In this study, processing steps dedicated to recover the erroneous data in the near-infrared channel is presented. The method can be applied in the same way to any other reflectance channel. Fig. 1 shows the near-infrared band at 11-25-2002 over the Brittany region.
In order to assess results of the recovering process, some original MODIS data has been replaced by missing values in the image of 01-24-2003. This date has been chosen because there is no clouds or shadows in the selected area and that high resolution data corresponding to the same area is available. The validation area is about 25 × 20km (see the white rectangle in Fig. 1). This validation area has been converted from reflectance values to zero values that are close to the deep shadow values.

2.1.2 High resolution data
Two high resolution images are used for validation. SPOT/HRVIR and Landsat/ETM+ images were corrected from atmospheric effects by using the 5S model Tanre et al. (1990) and then corrected from geometric distortion. High resolution images were aggregated to 250m resolution, by using the Point Spread Function of the MODIS sensor Huang et al. (2002), for the comparison to the original MODIS data. The accuracy of the recovering of missing data could have been evaluated by using original MODIS data. Nevertheless, data from alternate sensors is used indeed to evaluate the sensitivity of the recovering process with regards to the atmospheric and geometric difference introduced by those alternate sensors.

2.2 The use of the SOM
2.2.1 Finding outliers
We suppose here that within a temporal profile of normal cover, an outlier value represents an erroneous value (presence of clouds or shadows). This hypothesis may not be acceptable for other types of data, e.g. in high resolution data where a white car or a bright roof may induce
an outlier-like pixel. Therefore, a simple algorithm, to identify outliers in each temporal profile is used in this study. For operational use, however, one can use an appropriate cloud detection algorithm for the processed data, e.g. the standard MODIS 1km cloud mask.

One can use any classical test (for which an interest comparison may be found in Bakar et al. (2006)) to carry out this task. Nevertheless, most of these tests are based on the normal distribution assumption, which is no longer the case here. In fact, clouds and shadows may be thought of as salt and pepper noise. Then, the median filter should be more appropriate for this kind of noise. Therefore, the Box and Whisker method has been used, since it does not depend on a statistical model.

The technique states that \( x_k \) is mostly an outlier at date \( k \) if:

\[
|x_k - 1.5(x_{3/4} - x_{1/4})| > |x_{1/2}|. \tag{5}
\]

It is based on rank statistics where: \( x_{1/2} \) is the median and \( x_{1/4} \) (resp. \( x_{3/4} \)) is the first (resp. third) quartile of the temporal signature \( x \). One has to note that outliers are detected (and then removed) at a given date only. Whenever an outlier is detected at one date or at several dates, the temporal signature is preserved and associated to the set of non-empty missing components \( M_x \).

This simple method could be improved, but satisfying results have been obtained when applied to the MODIS data set because it is capable of detecting both clouds and shadows and, hence, overcomes the standard MODIS 1Km cloud mask which does not detect shadows.

### 2.2.2 SOM implementation

A 50 × 20 neuron map has been implemented and trained on a specific area (shown in figure 1) where few clouds have been found in the time series.

The number of neurons in the SOM grid is a compromise between the processing time and the required quantization error (the average distance between each vector in the test data and its Best Matching Unit (BMU) in the SOM grid). One can begin by a reasonably small map, say 12 × 8, and increases the size of the map to reach a satisfactory quantization error. In this application, we reached an average quantization error of 0.0327 (in the sense of Mean Square error, MSE) with the proposed map size in a reasonable time: 45 sec. It is also advisable to have a rectangular shape map if the data has a correlation between its different components. So the choice of the rectangular shape 50 × 20 of the SOM grid.

### 2.2.3 Data projection on the SOM grid

Once the SOM grid has been trained until convergence, the complete time series has to be processed. Each pixel in the original data is projected on the SOM grid to find the weight vector that best matches it. The word projection is used here to indicate that the output image contains a subset of reflectance values that have been yielded by the SOM algorithm. It is worth mentioning here that the 50 × 20 neurons of the SOM grid are representative enough for each class, i.e. the variability of inter-class was taken into account.

Two different similarity measures have been used to find the winner neuron, that matches a given observation, in the projection phase. The Euclidean distance and the spectral\(^1\) angle between each vector \( C_m \) in the SOM grid and the input vector \( x \). The Euclidean distance was found to be more appropriate distance measure to recover the contaminated data by projection on the SOM grid. Further discussion about similarity measures will be follow in section 4

\(^1\)It is a temporal application of the Spectral angle.
It is interesting to stress that the time series does not have to be uniformly sampled over the time. The SOM algorithm is dealing with vectors of $\mathbb{R}^{10}$ with no consideration to the gaps between those 10 dates.

2.3 Validation

Two methods have been used to validate recovered reflectance data. The first one is a simple difference between the so-called recovered image and the original one. The second method consists in mapping the residual errors of the linear regression between the recovered data and the original one. The linear relation is of the form:

$$y = ax + b$$  \hspace{1cm} (6)

where $x$ takes the value of the original MODIS pixels and $y$ is associated to the pixels of the recovered image. In order to evaluate difference between the original image and the recovered one, residual errors (as denoted to as residual in the text) are calculated and mapped. Residuals express the distance between values of the recovered image and values estimated with the linear model:

$$\varepsilon_i = y_i - ax_i - b$$  \hspace{1cm} (7)

where $i$ corresponds to a pixel index.

This method was originally used to detect changes with unscaled values Ingram et al. (1981); Jha & Unni (1994). In this study, this method is used to compare recovered MODIS image with high resolution images.

3. Results

Results yielded by the used method are exposed in two steps:

- validation of reflectance values after processing;
- validation of recovered spatial structures.

A comparison with the compositing method that deals with the problem of clouds and shadows in the low resolution images and which is the most used method in the relevant literature, is conducted in Abdel Latif et al. (2008).

3.1 Validation of reflectance values after processing

In this part, results are compared by considering:

- the projection of contaminated observations directly onto the SOM grid, referred to as SOM1 algorithm,
- the use the Box and Whisker technique to isolate outliers (erroneous values in each observation) and mark them as missing values before projection onto the SOM grid, referred to as SOM2 algorithm (cf. Fig. 2)
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A simple difference is calculated to confirm the ability of SOM algorithms to recover reflectance values, (cf. Fig. 2 and 3). The visual analysis of Fig. 3 shows clearly that recovered images become more homogeneous when using SOM2 algorithm. Fig. 3-(a) shows that using SOM1 algorithm, recovered reflectance values of the artificial no-data rectangle (the white rectangle in Fig. 1) are lower than the rest of the image. Fig. 3-(b) shows the recovered reflectance values: no discontinuities may be distinguished between the no-data rectangle and its surroundings when SOM2 algorithm is used.

Considering that the difference between original reflectance values and recovered ones are associated to errors, Fig. 4 shows the distribution of these errors obtained when processing the area defined on Fig. 1. It is worth noting that, with SOM1 algorithm, reflectance values are underestimated with a mean around 0.05 (the mean of error distribution is at about −0.05).
When using SOM2 algorithm, the mean of errors is around 0.02. Moreover, 80% of errors are located between $-0.04$ and $0.07$.

Fig. 4. Distribution of errors between recovered MODIS image and original MODIS image, evaluated on the no-data rectangle, on 01-24-2003.

Fig. 5-(a) focuses on some atmospheric artifacts seen in Fig. 3: white vertical and diagonal lines. These lines are whiter in the difference image, Fig. 5-(a), which means that the SOM algorithm chose whiter samples (weight vectors) to replace darker ones in the original MODIS image Fig. 5-(b). These lines are due to shadows of airplane trails which were not visually detectable from the NIR band but from the visible bands only.

Fig. 5. Atmospheric artifacts (shadows of airplane trails) corrected by the SOM algorithm, 01-24-2003. (a) Difference between recovered MODIS image using SOM2 and original MODIS image; (b) Original MODIS image.

These results show that, by using the Box and Whisker technique to isolate contaminated values, the retrieved reflectance values are scaled and located in the range of valid reflectance values. In the next part, the study focuses on the spatial structure of recovered data.
3.2 Validation of recovered spatial structures

The next stage of the validation points up the correctness of recovered spatial structures by comparing the recovered images with 1) original MODIS images and 2) high resolution images aggregated at 250m spatial resolution.

The correlation coefficients between the original MODIS image, SPOT/HRVIR image and the recovered MODIS image, all on 01-24-2003, are shown in table 1. It appears that isolating contaminated values, by the Box and Whisker method, before the projection on the SOM grid increases the correlation between recovered MODIS and original MODIS (from 0.83 to 0.87) and increases the correlation between recovered MODIS and SPOT/HRVIR (from 0.81 to 0.86). Residuals of the two linear relations highlight the atmospheric artifacts that have been substituted by the SOM algorithm. Fig. 6 shows the residuals of the relation between the recovered MODIS image and the SPOT/HRVIR image. Whiter colors mean that these values were recovered to higher values than the simple linear relation, of eq. (6), did (cf. section 2.3). Darker colors mean that SOM algorithm estimated values lower than the simple linear relation did. Hence, these differences in the estimated values are mainly due to difference of atmospheric contamination such as haze and shadows, and show the relevance of the SOM estimation. Fig. 7 shows the residuals of the relation between original and recovered MODIS image. As before, whiter colors means that these pixels were estimated by the SOM algorithm to higher values than in the original image.

<table>
<thead>
<tr>
<th></th>
<th>original MODIS</th>
<th>recovered MODIS using algorithm:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SOM1</td>
</tr>
<tr>
<td>SPOT/HRVIR</td>
<td>0.84</td>
<td>0.81</td>
</tr>
<tr>
<td>original MODIS</td>
<td>1</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Table 1. Correlation coef. between recovered MODIS data and SPOT/HRVIR data, 01-24-2003.
To confirm these results, recovered image was compared to Landsat/ETM+ and MODIS images with a larger area to evaluate how will be the correlation coefficient for spatially large areas. According to table 2 the relation between the original MODIS and the Landsat/ETM+ image shows a correlation coefficient of 0.91. The recovering process decreases slightly the relation with the aggregated Landsat/ETM+ image with the SOM2 algorithm (from 0.91 to 0.89) and with the SOM1 algorithm (from 0.91 to 0.88). This decrease in the correlation with the Landsat/ETM+ image is interpreted by the fact that this image is not as clear as the SPOT/HRVIR image. Therefore, the recovery process changes some values in the MODIS image which were well correlated, as clouds or shadows, in the Landsat/ETM+ image. Residuals between recovered MODIS image and Landsat/ETM+ image are shown in Fig. 8.

<table>
<thead>
<tr>
<th></th>
<th>original MODIS</th>
<th>recovered MODIS using algorithm:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SOM1</td>
<td>SOM2</td>
</tr>
<tr>
<td>Landsat/ETM+</td>
<td>0.91</td>
<td>0.88</td>
<td>0.89</td>
</tr>
<tr>
<td>original MODIS</td>
<td>1</td>
<td>0.96</td>
<td>0.97</td>
</tr>
</tbody>
</table>

Table 2. Correlation coef. between recovered MODIS and Landsat/ETM+ data, 03-15-2003.

The comparison of results, obtained from 01-24-2003 and 03-15-2003 cases, proves that the use of an outlier detector and removal, SOM2 algorithm, improves the performances of the non-parametric estimator.

Using residuals of a linear relation to validate recovered reflectance values, the spatial structure of recovered images is considered to be corresponding to the landscape structure. These analysis allow to conclude that the spatial structure is well recovered. Moreover, the SOM algorithm removes small atmospheric artifacts that are not visually detectable and replaces them by valid reflectance values (cf. Fig. 5).
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4. An appropriated similarity measure

In section 3, we saw that results obtained using the SOM2 algorithm is better than those obtained by the SOM1 algorithm. This is because in the projection phase, SOM2 algorithm uses only the valid components in searching the best matching temporal profile, from the SOM grid, for a given contaminated temporal profile. Unfortunately, the performance of the SOM2 algorithm will be identical to that of SOM1 algorithm if the outlier detector fails to detect the outlier values in the temporal profile. The question now is: are there any better similarity measures that better match the contaminated profiles with the code vectors? In other words, is there any similarity measure that is robust against the presence of outliers in the temporal profile, before the projection onto the SOM, even with the use of the simple outlier detector of Box and Whisker?

We present hereafter a similarity measure that will make the SOM2 algorithm robust against the presence of any erroneous values that remain without detection prior to the projection phase. This robustness makes it possible to apply the SOM algorithm for missing values without the need to the intermediate stage of detecting and marking erroneous values to recover these erroneous values.

Fig. 8. Maps of residuals between recovered MODIS image and Landsat/ETM+ image, 03-15-2003. (a) SOM1 algorithm; (b) SOM2 algorithm.
4.1 Similarity measures

We can find 4 different similarity measures that are heavily used in the literature of remote sensing applications (the thematic field of the case study). They are: (a) the Euclidean distance, (b) the spectral angle mapper, (c) the spectral correlation measure and (d) the spectral information divergence measure and (e) a proposed similarity measure.

4.1.1 Euclidean distance

The Euclidean distance (ED) between two temporal profiles portrayed as vectors \(x\), \(y\) lie in \(\mathbb{R}^n\) is given by:

\[
ED(x, y) = \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2}.
\]

As a similarity measure, we can drop out the square root function because it is a monotonic increasing function. Its presence or absence will not affect the results.

4.1.2 Spectral angle measure

The Spectral Angle Measure (SAM) Kruse et al. (1993), will be applied to a temporal profiles which lie in \(\mathbb{R}^n\) are given by:

\[
SAM(x, y) = \cos^{-1}\left(\frac{\sum_{i=1}^{n} x_i y_i}{\sqrt{\sum_{i=1}^{n} x_i^2} \sqrt{\sum_{i=1}^{n} y_i^2}}\right).
\]

The difference between the Euclidean distance and spectral angle is that the later is not affected by the magnitude of the involved vectors (if two vectors have the same direction, then it will not matter if their magnitudes are different).

4.1.3 Spectral correlation measure

The Spectral Correlation Measure (SCM) van der Meer (2006) is calculated as the correlation coefficient between two temporal profiles \((x,y)\) as follows:

\[
SCM(x, y) = \frac{n\sum_{i=1}^{n} x_i y_i - \sum_{i=1}^{n} x_i \sum_{i=1}^{n} y_i} {\sqrt{n\sum_{i=1}^{n} x_i^2 - \left(\sum_{i=1}^{n} x_i\right)^2} \sqrt{n\sum_{i=1}^{n} y_i^2 - \left(\sum_{i=1}^{n} y_i\right)^2}}.
\]

This similarity measure has the advantage that it takes into account the relative shape of the two vectors as well as the component matching. The correlation can be both positive and negative. Such a measure takes brightness difference and shape difference between vectors into account.

4.1.4 Spectral information divergence

The Spectral Information Divergence (SID) measure Chang (2000) calculates the distance between probability distribution produced by two vectors \((x,y)\) (here, temporal profiles) by firstly found the probability distribution \((p = \{p_i\}_1^n, p_i = x_i/\sum_1^n x_i)\) and \((q = \{q_i\}_1^n, q_i = y_i/\sum_1^n y_i)\). Then the spectral information divergence is given by:

\[
SID(x, y) = D(x||y) + D(y||x).
\]

Where \((D(x||y) = \sum_{i=1}^{n} p_i \log(p_i/q_i))\) and \((D(y||x) = \sum_{i=1}^{n} q_i \log(q_i/p_i))\). It should be noted that \((D(x||y))\) is called the relative entropy of \(y\) with respect to \(x\) which is also known as Kullback-Leibler information function.
4.1.5 A proposed similarity measure
This subsection presents a similarity measure for the first time in the literature to be used with the SOM algorithm, that is why we use the word “proposed” in this book chapter. The proposed similarity measure is suitable when searching a candidate codebook for a given vector that has some erroneous components. This measure tries to decrease the effects of erroneous components to the resulted measure with respect to the non-erroneous components. The proposed similarity measure was firstly used in Chapelle et al. (1999) as a heavy-tailed radial base function (RBF) that has been used in a classification of data base images by comparing their histograms using the Support Vector Machine (SVM) technique. This non-Gaussian RBF kernel is given by:

$$K(x, y) = e^{-ρ \sum |x_i - y_i|^b},$$

where \(a \leq 1\) and \(b \leq 2\). Since the exponential function is a monotonic function, hence its presence or absence will not affect the comparison between a vector \((x)\) and a set of vectors \((y_i)\) to choose the best match vector \((y^*)\) to the given input vector \((x)\). Therefore, the proposed similarity measure is given by:

$$D(x, y) = \sum_{i=1}^{n} |x_i^a - y_i^a|^b.$$

It remains the determination of the two parameters \(a\) and \(b\). For the special case of \(a = 1\) and \(b = 2\) this similarity measure performs exactly as the Euclidean distance similarity measure.

4.2 The proposed similarity measure
We will proceed to determine best values for the parameters \(a\) and \(b\) in an empirical way. This empirical way uses a set \(S_{MODIS}\) of 5000 MODIS temporal profiles. Each temporal profile consists of 10 dates of near-infrared reflectance values. These temporal profiles have been selected randomly from the reconstructed MODIS time series that has been yielded in section 2. To come over the quantization effects of the SOM algorithm for missing values, a random reflectance value between -0.02 and 0.02 has been added to all reflectance values in the \(S_{MODIS}\) set. From the 5000 temporal profiles in each band in \(S_{MODIS}\), 1500 locations (at each individual date) are selected randomly to simulate perturbed reflectance values and have been assigned to a random value between 0 and 0.9. The 1500 locations in each date are independent of other 1500 locations in other dates. In this way, the set \(S_p\) has 4733 temporal profiles that have perturbed values in at least one date. There are only 20 temporal profiles that has a perturbation in more than 6 dates with 17 one perturbed at 7 positions, 3 at 8 positions and 1 temporal profile that has a perturbation at 9 dates. Therefore, the best values for \(a\) and \(b\) parameters will be those which maximize the correct matching from the set \(S_p\) to the set \(S_{MODIS}\) (if a perturbed temporal profile is mapped to its original, non perturbed temporal profile, this mapping or matching is considered as to be correct). Fig. 9 shows the percentage of correct matching in function of one parameter, here variable, of \(a\) or \(b\) while fixing the other parameter to 1. The figure shows also that at \(a = 1\) and \(b\) equal 1, the percentage of correct matching is 23.86%. For \(a = 1\) and \(b = 2\) (Euclidean distance similarity measure) the percentage of correct matching is only 13.04%.

If the value of \(a\) or \(b\) get larger than 1, the performance is dramatically decreased. For values less than 1, the percentage of correct matching increases. At \(a = 0.1, b = 1\) the correct matching...
is 48.98%, while at $a = 1$ and $b = 0.1$ the correct matching is 99.92%. In other words, the similarity measure with $a = 1$ and $b = 0.1$ has correctly matched 4996 temporal profiles from the 5000 one in the test. That is to say this arrangement has succeeded to correctly match temporal profiles perturbed at up to 70% of its components. The rest 4 temporal profiles that have not been matched correctly are the 3 temporal profiles that have been perturbed in 8 out of 10 dates (80% of the data are wrong) and the temporal profile that have been perturbed in 9 out of 10 dates.

![Fig. 9. The percentage of correct matching as a function of one of the parameters $a$ or $b$ while fixing the other at 1.](image)

We notice also from Fig. 9 that decreasing $b$ is much profitable than decreasing $a$. When $a$ or $b$ approaches 0, the correct matching becomes 0. Fig. 10 shows that highest correct matching percentage is attained at $b = 0.1$ regardless of the value of $a$. Therefore, a value of $a = 1$ and $b = 0.1$ will be used as best values of $a$ and $b$ in the proposed similarity measure. The choice of $a = 1$ is to speed up the calculations. Therefore, the proposed similarity measure, for our application, is given by:

$$D(x, y) = \sum_{i=1}^{n} |x_i - y_i|^{0.1}. \quad (14)$$

It is worth mentioning here that we stopped at ($b = 0.1$) because it gives us the highest possible correct matching in our simulation. For other applications, a smaller values of $a$ and $b$ may be used to increase the correct matching percentage.

### 4.3 Comparison of different similarity measures using MODIS data

In this section, we will compare the proposed similarity measure with the most used similarity measures found in the literature and that have been reported in section 4. The comparison will be done by applying the SOM algorithm for missing values to MODIS data. Therefore, we will compare different reconstructions of a simulated contaminated version of a MODIS time series of the near infrared channel to its clear version. Due to the difficulty of obtaining a clear MODIS time series on the winter season of the Brittany region in France, we will use a reconstruction version of the time series of 10 dates as yielded in sec. 2. The procedure of comparison may be described by the schematic representation of Fig. 11. The TS0 in this figure refers to a subset of 401 × 401 pixels of the original 10 dates time series of near infrared channel that has been used in sec. 2. TS1 in the same figure refers to a reconstruction of TS0 using SOM2 algorithm as in sec. 2. Due to the quantization effect of the Kohonen SOM
algorithm, we will add a random noise in the range between -0.02 and 0.02 reflectance values to the TS1 to produced the time series TS2. The added noise is a random noise drawn from an independent and identical distribution (iid). Images on 01-24-2003 are shown in Fig. 12 for both TS0 and TS1. To simulate clouds and associated shadows, 20% of all pixels in all dates have been selected randomly and have been replaced by a random value between 0 and 0.9 to produce TS3 time series.

In this way a temporal profile of 10 dates, in TS3, has in average two erroneous reflectance values. There are 14375 temporal profiles (from 160801 temporal profiles) that are contaminated in more than 4 dates.

Fig. 10. The percentage of correct matching in function of $b$ while varying $a$ from 0.1 to 1.

Fig. 12. Near InfraRed channel of MODIS images on 01-24-2003: (1) the original one and (2) the reconstructed one by the SOM algorithm for missing values.
A comparison of different similarity measures is now possible considering the TS1 as the original time series and a set of the different reconstructions of the MODIS data using different similarity measures (TS4a,...,e in Fig. 11).

It remains now to decide what criteria will be used to compare the different reconstructions. We found that statistics of first and second order of a difference time series (difference between original and different reconstructions: TS5a,...,e in Fig. 11) were sufficient to monitor the best similarity measure to be used in such applications. Therefore the average mean and the average standard deviation of each difference time series will be used to find the best similarity measure. An ideal reconstruction will produce a difference image with 0 mean and 0 standard deviation. But due to the fact that the SOM algorithm for missing value has a quantization effect and that 14375 temporal profiles contaminated in 4 dates or more, the 0 mean and standard deviation is not realistic in this comparison. Therefore the nearer the average mean of TS5 to 0 and the smaller the standard deviation are, the better the reconstruction is.

### 4.3.1 Difference Time Series

In this section we will present results yielded by applying the SOM algorithm for missing values to MODIS data using different similarity measures in the projection phase of the algorithm. Fig. 13 shows the first date of the different reconstructed time series (TS4 in Fig. 11) using the SOM1 algorithm.
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Fig. 13. The simulated cloudy near infrared channel of a MODIS image on 01-24-2003 along with its reconstruction by the SOM1 using different similarity measures: (1) simulated cloudy image, (2) using the Euclidean distance, (3) using the SAM measure, (4) using the SCM, (5) using the SID measure, (6) using the proposed similarity measure.
Fig. 14. The simulated cloudy near infrared channel of a MODIS image on 01-24-2003 along with its reconstruction by the SOM2 algorithm using different similarity measures: (1) simulated cloudy image, (2) using the Euclidean distance, (3) using the SAM measure, (4) using the SCM, (5) using the SID measure, (6) using the proposed similarity measure.
We can notice visually that the near infrared channel of Fig. 13-6 is the only output that may be accepted as a reconstructed version from the one of 12-(2). This image is the one reconstructed by the proposed similarity measure without the need to apply an outlier detector to the contaminated temporal profiles before the projection onto the code vectors.

Table 3 shows the superiority of the proposed distance measure to all other distance measures used in this experiment. The mean of the time series $TS5_e$, expressed in reflectance value, is two order of magnitude less than all other $TS5$s. Also the standard deviation is one order of magnitude better than all other $TS5$s produced by all other similarity measure except the one produced by the Euclidean distance similarity measure.

Table 3. Mean and standard deviation of difference images ($TS5\text{-}a\ldots\text{e}$) using different similarity measures in the projection phase of the SOM1 algorithm for missing values

<table>
<thead>
<tr>
<th></th>
<th>(a) ED</th>
<th>(b) SAM</th>
<th>(c) SCM</th>
<th>(d) SID</th>
<th>(e) Proposed SM</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>-0.03575</td>
<td>0.03665</td>
<td>0.03606</td>
<td>0.03878</td>
<td>-0.0002</td>
</tr>
<tr>
<td>std</td>
<td>0.05594</td>
<td>0.13173</td>
<td>0.14953</td>
<td>0.1218</td>
<td>0.01607</td>
</tr>
</tbody>
</table>

Table 4. Mean and standard deviation of difference images ($TS5\text{-}a\ldots\text{e}$) using different similarity measures in the projection phase of SOM algorithm for missing values and without taking into account erroneous components (SOM2 algorithm).

<table>
<thead>
<tr>
<th></th>
<th>ED</th>
<th>SAM</th>
<th>SCM</th>
<th>SID</th>
<th>Proposed SM</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>-0.00736</td>
<td>-0.00233</td>
<td>0.00228</td>
<td>-0.00246</td>
<td>-0.00018</td>
</tr>
<tr>
<td>std</td>
<td>0.03516</td>
<td>0.08345</td>
<td>0.09807</td>
<td>0.07718</td>
<td>0.01609</td>
</tr>
</tbody>
</table>

4.3.2 Temporal Profiles

In this section, results yielded from applying the proposed similarity measure and the Euclidean distance to selected temporal profiles are presented in Fig. 15. Each graphic in this figure represents 4 temporal profiles: a real temporal profile (that belongs to TS1), a contaminated temporal profile (that belongs to TS2), a reconstructed temporal profile using SOM1
algorithm along with Euclidean distance similarity measure in the projection phase and a temporal profile yielded from applying the SOM1 algorithm along with the proposed similarity measure in the projection phase.

Fig. 15. Examples of matching the temporal profiles using the Euclidean distance and the proposed similarity measure. TS2 represents the original TP, TS3 represents the TP with the added clouds and shadows, TS4 represents the best matching TP from the SOM using the Euclidean distance and TS5 represents the candidate TP using the proposed similarity measure.

Temporal profiles have been selected to show different possible situations. Fig. 15-(1) and 15-(2) show the reconstruction of a temporal profile which was contaminated by a simulated cloud on two dates at different positions. Fig. 15-(3), 15-(4) and 15-(5) are the same as 15-1 but their original temporal profile was contaminated at four or five dates. The temporal profile in 15-(6) shows another situation where the simulated contamination was a shadow.

We can notice two things: firstly, the proposed similarity measure outperforms the Euclidean distance similarity measure in all situations. Secondly, the Euclidean distance similarity measure is affected by the large differences with respect to small differences and that temporal
profiles reconstructed using the Euclidean distance similarity measure is biased to the direction of contamination (clouds or shadows).

5. Conclusion

A technique to recover erroneous data was presented in this chapter. The application of the technique to temporal series of low resolution images affected by clouds and associated shadows has been studied. This non-parametric algorithm, which is based on the Kohonen’s SOM, does not require any statistical models to fit the data. The training phase depends on data issued from the scene to be processed for a certain thematic analysis. The input data is to be considered as reflectance observations with as many spectral bands as allowed by the sensor. Significant results have been found by using a set of 10 images only. Some of these images were very close to each other in time, three of them has two days in-between only. In other words, no uniform sampling is necessary to perform such a temporal profile reconstruction. In comparison to other methods used to compose time series in order to observe land use and land cover changes, the SOM algorithm along with an outlier detector, SOM2 algorithm, shows several advantages. On the contrary, the MVC has several drawbacks that can be found in the literature Cihlar et al. (1994); Eklundh (1995); Chen et al. (2003) even if it is the most popular technique. In fact, the association of pixels acquired with different zenithal angles and observation conditions creates patchwork artifacts. The MVC is commonly used on NDVI time series and not on reflectance time series whereas the SOM algorithm can be used on reflectance images. Some observations that have no need to be replaced are often replaced with the NDVI maximum value, which is not necessarily the best NDVI value acquired within a period.

A new Similarity measure has been presented to used in the projection phase in the SOM algorithm for missing values. The proposed similarity measure is derived from a non-Gaussian RBF kernel. This proposed similarity measure is performing better than four similarity measures that are widely used in the literature. It performs also with normal distributions as well as with the heavy-tailed distributions.

6. References


The Self-Organizing Map (SOM) is a neural network algorithm, which uses a competitive learning technique to train itself in an unsupervised manner. SOMs are different from other artificial neural networks in the sense that they use a neighborhood function to preserve the topological properties of the input space and they have been used to create an ordered representation of multi-dimensional data which simplifies complexity and reveals meaningful relationships. Prof. T. Kohonen in the early 1980s first established the relevant theory and explored possible applications of SOMs. Since then, a number of theoretical and practical applications of SOMs have been reported including clustering, prediction, data representation, classification, visualization, etc. This book was prompted by the desire to bring together some of the more recent theoretical and practical developments on SOMs and to provide the background for future developments in promising directions. The book comprises of 25 Chapters which can be categorized into three broad areas: methodology, visualization and practical applications.
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