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1. Introduction

We consider a quasilinear control system of the form

\[-z''(t) + A(t,u(t))z(t) + \alpha \phi(t,z(t)) = B(t)u(t),\]

with the integral constrain of inequality type:

\[\int_I \phi(t,z(t))dt \leq l,\]

and the integral quality indicator:

\[F(z,u) := \int_I f(z(t),u(t),t)dt \to \min,\]

where \(I \subset [0,\infty), a \in \mathbb{R}, z(\cdot) \in H^1_0(I,\mathbb{R}^N), u(\cdot) \in L^\infty(I,\mathbb{R}^M), A(\cdot,\cdot) \in L^\infty(I \times U,\mathbb{R}^{N \times N}), B(\cdot) \in L^1(I,\mathbb{R}^{N \times M}) \cap L^2(I,\mathbb{R}^{N \times M}), \phi(\cdot,\cdot) \in C(I \times \mathbb{R}^N,\mathbb{R}), \phi(\cdot) \in C(I \times \mathbb{R}^N,\mathbb{R}), \phi(t,\cdot) \leq 0, f: \mathbb{R}^N \times \mathbb{R}^M \times I \to \mathbb{R}.

We define a space \(H^1_0(I,\mathbb{R}^N)\) of trajectories as a set of functions which are absolutely continuous on any compact subinterval \(I_0 \subset I\) and satisfy conditions:

\[z(0) = 0, \quad \int_I |z(t)|^2 dt < \infty \quad \text{and} \quad \int_I |z'(t)|^2 dt < \infty,\]

i.e. \(z(0) = 0\) and \(z(\cdot),z'(\cdot) \in L^2(I,\mathbb{R}^N)\).

Let us recall that the necessary and sufficient condition for a function \(z: [a,b] \to \mathbb{R}\) to be absolutely continuous is the following integral representation

\[z(t) = \int_a^t v(t) dt + c \quad \text{for} \quad t \in [a,b],\]

where \(v \in L^1([a,b],\mathbb{R}), c \in \mathbb{R}\) Łojasiewicz (1974). A function \(z: [a,b] \to \mathbb{R}^N\) is absolutely continuous if each coordinate function \(z_i(\cdot)\) is absolutely continuous. Furthermore, for almost
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every $t \in [a, b]$ an absolutely continuous function $z : [a, b] \to \mathbb{R}^N$ possesses finite and integrable derivative $z'(\cdot)$ (see Łojasiewicz (1974)). Moreover,

$$z'(t) = v(t) \quad \text{for a.e. } t \in [a, b],$$

where

$$z(t) = \int_a^t v(t') dt + c.$$ 

(see Łojasiewicz (1974) for more details). The space of trajectories $H^1_0(I, \mathbb{R}^N)$ defined above is a Banach space with the norm

$$||z||^2 := \int_I \left( |z(t)|^2 + |z'(t)|^2 \right) dt.$$ 

One can prove that for a function $z(\cdot) \in H^1_0(I, \mathbb{R}^N)$ we have

$$z(\infty) := \lim_{t \to \infty} z(t) = 0.$$ 

Moreover $H^1_0(I, \mathbb{R}^N)$ is a Hilbert space with the scalar product

$$(z,v) := \int_I \left( \langle z(t), v(t) \rangle + \langle z'(t), v'(t) \rangle \right) dt$$

see for example Adams (1975), Kufner A (et al.) and references therein.

As a set of admissible controls we take

$$U := \{ u(\cdot) \in L^\infty(I, \mathbb{R}^M) : |u(t)| \leq v_0(t) \land u(t) \in U \text{ for a.e. } t \in I \},$$

where $v_0(\cdot) \in L^2(I, \mathbb{R}), U \subset \mathbb{R}^M$. The fundamental difference between above optimal control problem (1)-(5) and a classical optimal control problem is that control system (1) and functional (3) are defined on an unbounded time interval.

Differential systems of the form (1) are often referred to as the Newton’s systems with an infinite time horizon. By inequalities (4), i.e.

$$\int_I |z(t)|^2 dt < \infty \text{ and } \int_I |z'(t)|^2 dt < \infty$$

and some natural assumptions it may be concluded that the global kinetic energy

$$E_k = \int_0^\infty |z'(t)|^2 dt$$

and the potential energy

$$E_p = \int_0^\infty \langle A(t,u(t))z(t) + a\phi(t,z(t)) - B(t)u(t), z(t) \rangle dt$$

are finite. In the real world, we meet only such a kind of the dynamical systems (see for example Lieb & Loss (2001)).
2. Existence of solutions

In this chapter we prove that the problem (1)-(2) possesses solutions for each control \( u_0(\cdot) \in U \). We say that for a given \( u(\cdot) \in U \) a function \( z_u(\cdot) \in H^1_0(I, \mathbb{R}^N) \) solves (1)-(2) if there is a constant \( a_0 \geq 0 \) that
\[
-z_u''(t) + A(t, u(t))z_u(t) + a_0\phi(t, z_u(t)) = B(t)u(t) \quad \text{for a.e. } t \in I,
\]
\[
z_u(0) = 0, \quad \int_I \phi(t, z_u(t))dt \leq l.
\]
The above type of solution is called a Caratheodory solution.

The theorem on the existence of solutions to (1)-(2) is based on the well-known Lagrange multiplier rule. We will make the following assumptions:

- **(A1)** the matrix \( A(t, u) \) is positively defined and symmetric for each \( t \in I \) and each \( u \in U \),
- **(A2)** the function \( \phi(t, \cdot) \) is strictly convex and there is a constant \( a_1 > 0 \) and a function \( a_2(\cdot) \in L^1(I, \mathbb{R}) \) such that
  \[
  |\phi(t, z)| \leq a_1|z|^2 + a_2(t)
  \]
  for \( t \in I \) and \( z \in \mathbb{R}^N \),
- **(A3)** there is a function \( \tilde{z}(\cdot) \in H^1_0(I, \mathbb{R}^N) \) such that \( \int_I \phi(t, \tilde{z}(t))dt < l \),
- **(A4)** there is a function \( a_3(\cdot) \in L^\infty(I, \mathbb{R}) \) such that
  \[
  |A(t, u_1) - A(t, u_2)| \leq a_3(t)|u_1 - u_2|
  \]
  for each \( t \in I \) and each \( u_1, u_2 \in U \).

The proof of the theorem on the existence of solutions to (1)-(2) is based on the following version of the well-known Lagrange multiplier rule.

**Theorem 1** Ioffe & Tihonirov (1979) Let \( z_\ast \) be a local minimum point for the problem
\[
\mathcal{E}(z) \to \inf, \quad g_i(z) \leq 0 \quad i = 1, 2, \ldots, m,
\]
where \( \mathcal{E}, g_i : X \to \mathbb{R}, X \) is a Banach space. Assume that the functionals \( \mathcal{E} \) and \( g_i, i = 1, \ldots, m \) are continuous and Fréchet-differentiable on a neighborhood of \( z_\ast \). Then there exist Lagrange multipliers \( \lambda_i \geq 0, i = 0, 1, \ldots, m \) not all zero, such that for \( i = 1, 2, \ldots, m \)
\[
\lambda_i \mathcal{E}'(z_\ast) + \sum_{i=1}^m \lambda_i g_i'(z_\ast) = 0,
\]
\[
\lambda_i g_i(z_\ast) = 0.
\]
Moreover if there exists a vector \( z \in X \) such that
\[
g_i'(z_\ast)z < 0
\]
for those indices \( i = 1, 2, \ldots, m \), for which \( g_i(z_\ast) = 0 \), then \( \lambda_0 \neq 0 \), and it can be assumed without loss of generality that \( \lambda_0 = 1 \).
Theorem 2 If assumptions (A1)-(A3) are satisfied then for each control \( u_0 (\cdot) \in \mathcal{U} \) there is exactly one \( z_{u_0} (\cdot) \in H^1_0 (I, \mathbb{R}^N) \) which is a Caratheodory solution to the equation (1) with condition (2).

Proof. Fix \( u_0 (\cdot) \in \mathcal{U} \). Consider the following problem

\[
E (z (\cdot)) := \int_0^T \left( \frac{1}{2} |z' (t)|^2 + \frac{1}{2} \langle A (t, u_0 (t)) z (t), z (t) \rangle - \langle B (t) u_0 (t), z (t) \rangle \right) dt \rightarrow \min, \quad \text{(6)}
\]

\[
g_1 (z (\cdot)) := \int_0^T \phi (t, z (t)) dt + l \leq 0. \tag{7}
\]

Let \((z_n (\cdot))_{n \in \mathbb{N}}\) be a minimizing sequence for problem (6)-(7), i.e.

\[
\lim_{n \to \infty} E (z_n (\cdot)) = m := \inf \left\{ E (z (\cdot)) : z (\cdot) \in H^1_0 (I, \mathbb{R}^N) \text{ and } \int_I \phi (t, z (t)) dt \leq l \right\},
\]

\[
\int_I \phi (t, z_n (t)) dt \leq l.
\]

Since \( A (t, u_0 (t)) \) is positively defined for each \( t \in I \) and \( A (\cdot, \cdot) \in L^\infty (I \times \mathcal{U}, \mathbb{R}^{N \times N}) \), it follows that there exists a function \( M (\cdot) \in L^\infty (I, \mathbb{R}) \) such that

\[
\langle A (t, u_0 (t)) z (t), z (t) \rangle \geq M (t) |z (t)|^2, \quad \text{a.e. } t \in I,
\]

for each \( z (\cdot) \in H^1_0 (I, \mathbb{R}^N) \), see for example Hestenes (1966). Thus,

\[
E (z_n (\cdot)) = \int_0^T \left( \frac{1}{2} |z_n' (t)|^2 + \frac{1}{2} \langle A (t, u_0 (t)) z_n (t), z_n (t) \rangle - \langle B (t) u_0 (t), z_n (t) \rangle \right) dt
\]

\[
\geq \int_0^T \frac{1}{2} |z_n' (t)|^2 dt + \int_0^T \frac{1}{2} M (t) |z_n (t)|^2 dt - \int_0^T \langle B (t) u_0 (t), z_n (t) \rangle dt
\]

\[
\geq C_1 \int_0^T \left( |z_n' (t)|^2 + |z_n (t)|^2 \right) dt - C_2 \left( \int_0^T |z_n (t)|^2 dt \right)^{1/2},
\]

where \( C_1 > 0, C_2 \in \mathbb{R} \) and both of them do not depend on \( n \). The above inequality means that the minimizing sequence \((z_n (\cdot))_{n \in \mathbb{N}}\) is bounded. The space \( H^1_0 (I, \mathbb{R}^N) \) is reflexive. Hence passing if necessary to a subsequence, there exist \( z_s (\cdot) \in H^1_0 (I, \mathbb{R}^N) \) such that \( z_n (\cdot) \rightharpoonup z_s (\cdot) \) weakly in \( H^1_0 (I, \mathbb{R}^N) \). The functionals \( E \) and \( g_1 \) are convex and continuous, and so weekly lower semicontinuous (see. Mawhin (1987), Mawhin & Willem (1989)). Therefore

\[
m = \lim \inf_{n \to \infty} E (z_n (\cdot)) \geq E (z_s (\cdot))
\]

and

\[
l \geq \lim \inf_{n \to \infty} \int_I \phi (t, z_n (t)) dt \geq \int_I \phi (t, z_s (t)).
\]

Consequently \( z_s (\cdot) \) is a minimum point for problem (6)-(7). Moreover, since \( E \) is strictly convex, the minimum point \( z_s (\cdot) \) is unique. It is easy to check that the functionals \( E \) and \( g_1 \) are Fréchet-differentiable and for each \( h (\cdot) \in H^1_0 (I, \mathbb{R}^N) \)

\[
E' (z (\cdot)) h (\cdot) = \int_0^T \left( \langle z' (t), h' (t) \rangle + \langle A (t, u_0 (t)) z (t), h (t) \rangle - \langle B (t) u_0 (t), h (t) \rangle \right) dt,
\]

\[
g_1' (z (\cdot)) h (\cdot) = \int_0^T \langle \phi (t, z (t)), h (t) \rangle dt.
\]
By (A2), \( g_1 \) is strictly convex, and then
\[
\langle z'(\cdot) - z'(\cdot) \rangle = g_1'(z(\cdot)) (z(\cdot) - z(\cdot)).
\]
for \( z(\cdot) \) satisfying (A3). Therefore if \( g_1'(z) = 0 \), then
\[
g_1'(z) (z(\cdot) - z(\cdot)) < 0.
\]
Now, by the virtue of the Lagrange multiplier rule (Theorem 1) we have that there exists \( \lambda_1 \geq 0 \) such that
\[
\int_t^t (z(t), h'(t)) dt = - \int_t^t (A(t, u(t)) z(t) - B(t) u(t) + \lambda_1 \varphi(t, z(t), h(t)) dt)
\]
for \( h'(t) \in H^1(I, \mathbb{R}^N) \). Applying the Du Bois-Reymond Lemma (see Mawhin (1987), Mawhin & Willem (1989)) we get
\[
-z''(t) + A(t, u(t)) z(t) + a_0 \varphi(t, z(t)) = B(t) u(t),
\]
where \( a_0 = \lambda_1 \geq 0 \). The uniqueness of solution follows from the fact that \( E \) and \( g_1 \) are strictly convex. \( \blacksquare \)

**Theorem 3** Let assumptions (A1)-(A4) are satisfied. Then, for each sequence \( (u_k(\cdot)) \in I \) of controls tending to \( u_0(\cdot) \) in \( L^\infty(I, \mathbb{R}^N) \), the sequence of solutions \( z_k(\cdot) := u_k(\cdot) \) tends to \( z_0(\cdot) := u_0(\cdot) \) uniformly on bounded sets and \( \lim_{k \to \infty} z_0(t) = 0 \).

**Proof.** Consider the sequence of functionals
\[
E_k(z(\cdot)) := \left\{ \int_t^t \left( \frac{1}{2} |z'(t)|^2 + \frac{1}{2} (A(t, u_k(t)) z(t), z(t)) + (B(t) u_k(t), z(t)) \right) dt \right\}
\]
By (A4), we have that
\[
|E_k(z(\cdot)) - E_0(z(\cdot))| = \left| \int_t^t 1/2 |A(t, u_k(t)) - A(t, u_0(t))||z(t)|^2 dt + \int_t^t (B(t)|u_k(t) - u_0(t)| |z(t)| dt \right|
\]
\[
\leq \int_t^t 1/2 |A(t, u_k(t)) - A(t, u_0(t))||z(t)|^2 dt + \int_t^t |B(t)| |u_k(t) - u_0(t)| |z(t)| dt.
\]
(8)
Since \( u_k(\cdot) \) tends to \( u_0(\cdot) \), \( E_k \) tends to \( E_0 \) uniformly on bounded sets, by (8). As \( A(t, u(I)) \) is positively defined for each \( t \in I \) and \( A(t, u_k(\cdot)) \) is bounded we have that there is a function \( M(\cdot) \in L^\infty(I, \mathbb{R}^N) \) such that
\[
(A(t, u_k(t)) z(t), z(t)) \geq M(t) |z(t)|^2, \quad k \in \mathbb{N} \text{ and a.e. } t \in I,
\]
for \( z(\cdot) \in H_0^1(I, \mathbb{R}^N) \). Therefore,
\[
E_k(z(\cdot)) = \int_t^t \left( \frac{1}{2} |z'(t)|^2 + \frac{1}{2} (A(t, u_k(t)) z(t), z(t)) - (B(t) u_k(t), z(t)) \right) dt
\]
\[
\geq \int_t^t \left( \frac{1}{2} |z'(t)|^2 + \frac{1}{2} M(t) |z(t)|^2 dt - \int_t^t (B(t) u_k(t), z(t)) \right) dt
\]
\[
\geq C \int_t^t \left( |z'(t)|^2 + |z(t)|^2 \right) dt - \tilde{C} \left( \int_t^t |z(t)|^2 dt \right)^{1/2},
\]
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for \( z(\cdot) \in H^1_0(I, \mathbb{R}^N) \), where \( C \) and \( \bar{C} \) do not depend on \( k \). Moreover, \( \mathcal{E}_k(0) = 0 \) for \( k = 1, 2, \ldots \), thus the set of minimum points for functionals \( \mathcal{E}_k \), \( k = 1, 2, \ldots \) is bounded and consequently weakly compact in \( H^1_0(I, \mathbb{R}^N) \). Let \( \hat{z}(\cdot) \in H^1_0(I, \mathbb{R}^N) \) be a cluster point of the above set. Obviously, \( \int \phi(t, z(t)) \, dt \leq l \). Suppose that \( \hat{z}(\cdot) \) is not a minimum point of \( \mathcal{E}_0 \). Let \( z_0(\cdot) \) be a minimum point of \( \mathcal{E}_0 \) (such a point exits by Theorem 2). Then

\[
\mathcal{E}_0(z_0(\cdot)) - \mathcal{E}_0(\hat{z}(\cdot)) = (\mathcal{E}_0(z_0(\cdot)) - \mathcal{E}_k(z_k(\cdot))) + (\mathcal{E}_k(z_k(\cdot)) - \mathcal{E}_0(z_k(\cdot))) + (\mathcal{E}_0(z_k(\cdot)) - \mathcal{E}_0(\hat{z}(\cdot)))
\]

and passing with \( k \to \infty \) we have that \( \mathcal{E}_0(z(\cdot)) = \mathcal{E}_0(\hat{z}(\cdot)) \), since \( \mathcal{E}_k \) tends to \( \mathcal{E}_0 \) uniformly on bounded sets and \( \mathcal{E}_0 \) is weakly lower semicontinuous.

To complete the proof it is enough to apply the fact that the weak convergence in \( H^1_0(I, \mathbb{R}^N) \) implies the strong convergence in \( C_0(I, \mathbb{R}^N) \) (cf. Mawhin (1987)) on any bounded set and any minimum point of \( \mathcal{E}_k \) is a solution and reversely. ■

If we assume that \( A(t, \cdot) \) is linear with respect to \( u \) for each \( t \in I \), then we can weaken the topology in the set of controls.

In that case we need the following assumption

(A5) the function \( A(\cdot, \cdot) \) is of the form

\[
A(t, u) = a(t) u + b(t),
\]

where \( a(\cdot) \in L^\infty(I, \mathbb{R}^{N \times N \times M}) \), \( b(\cdot) \in L^\infty(I, \mathbb{R}^{N \times N}) \).

Analogously to the proof of Theorem 3, it is possible to prove

**Theorem 4** Suppose (A1)-(A5). Then, for each sequence \( (u_k(\cdot))_{k \in \mathbb{N}} \) of controls tending to \( u_0(\cdot) \) weakly in \( L^2(I, \mathbb{R}^M) \), the sequence of solutions \( z_k(\cdot) := z_{u_k}(\cdot) \) tends to \( z_0(\cdot) := z_{u_0}(\cdot) \) weakly in \( H^1_0(I, \mathbb{R}^N) \) and consequently uniformly on bounded sets.

### 3. Existence of optimal solution

In this section we have to assume

(A6) the function \( f(\cdot, \cdot, t) \) is convex with respect \( (z, u) \) for each \( t \in I \),

(A7) there are a constant \( b_1 > 0 \) and a function \( b_2(\cdot) \in L^1(I, \mathbb{R}) \) such that

\[
|f(z, u, t)| \leq b_1 |z|^2 + b_2(t)
\]

for \( z \in \mathbb{R}^N \), \( u \in U \) and \( t \in I \).

Applying Theorem 4 one can prove that optimal control problem (1)-(5) possesses a solution.

**Theorem 5** If control problem (1)-(5) satisfies assumptions (A1)-(A7), then there exist an optimal control in the set of admissible controls \( U \) (cf. (5)).
Proof. Let \((z_k(\cdot), u_k(\cdot))\), \(k \in \mathbb{N}\) \(\subset \mathcal{U}\) be a minimizing sequence for problem (1)-(3). Passing, if necessary, to a subsequence we may assume that \((u_k(\cdot))\) tends weakly in \(L^2(I, \mathbb{R}^M)\) to some \(u_0(\cdot) \in \mathcal{U}\). By Theorem 4, the sequence of trajectories \(z_k(\cdot)\) tends to \(z_0(\cdot)\) weakly in \(H_0^1(I, \mathbb{R}^N)\). Denote by \(\mu\) the optimal value, i.e. \(\mu = \inf \{F(x, u)\}\) where infimum is taken over all admissible processes \((z(\cdot), u(\cdot))\) of (1)-(5). Taking into account the lower semicontinuity of the functional \(F\) we obtain
\[
\mu = \lim_{k \to \infty} F(z_k(\cdot), u_k(\cdot)) \geq F(z_0(\cdot), u_0(\cdot)) \geq \mu.
\]
We thus get \(F(z_0(\cdot), u_0(\cdot)) = \mu\). It means that the process \((z_0(\cdot), u_0(\cdot))\) is optimal. ■

4. Remarks on Schrödinger equation

The results presented above can be extended to the case of elliptic systems of the form
\[
\triangle z(x) + A(x, u(x))z(x) + a \varphi(x, z(x)) = B(x)u(x), \quad x \in \mathbb{R}^n, \quad n \geq 2,
\]
with the integral constraints
\[
\int_{\mathbb{R}^n} \phi(x, z(x)) \, dx \leq l
\]
and the cost functional
\[
\int_{\mathbb{R}^n} f(z(x), u(x)) \, dx.
\]
The set of admissible controls is of the form
\[
\mathcal{U} := \{u(\cdot) \in L^\infty(\mathbb{R}^n, \mathbb{R}^M) : u(x) \in U \subset \mathbb{R}^M\}.
\]
System (9)-(12) is considered in the Sobolev space \(H^1(\mathbb{R}^n, \mathbb{R}^N)\), see Lieb & Loss (2001). For system (9)-(12) one can prove theorems analogous to the Theorems 3-5. The most interesting is the case, when \(n = 3, M = N = 1\), \(A(x, u) = -u, \varphi(x, z) = z, B = 0\) and \(\phi(x, z) = \frac{1}{2} |z|^2\). In this case system (9) is reduced to the scalar elliptic equation
\[
\triangle z(x) - u(x)z(x) + az(x) = 0,
\]
with the integral condition
\[
||z||^2_{L^2(\mathbb{R}^3, \mathbb{R})} = \int_{\mathbb{R}^3} |z(x)|^2 \, dx \leq L, \text{ where } z(\cdot) \in H^1(\mathbb{R}^3, \mathbb{R}).
\]
Equation (13) is the well-known stationary Schrödinger equation, see Lieb & Loss (2001) and references therein.

From theorems analogous to Theorems 3-5, it follows that equation (13) possesses a solution \(z_\alpha(\cdot) \in H^1(\mathbb{R}^3, \mathbb{R})\) that depends continuously on a potential \(u(\cdot) \in L^\infty(\mathbb{R}^3, \mathbb{R})\). Moreover,
\[
\int_{\mathbb{R}^3} |z_\alpha(x)|^2 \, dx = 1
\]
and
\[
\alpha = \min_{z \in S} \int_{\mathbb{R}^3} \left( |\nabla z(x)|^2 + u(x)|z(x)|^2 \right) \, dx,
\]
where \(S := \{z \in H^1(\mathbb{R}^3, \mathbb{R}) : \int_{\mathbb{R}^3} |z(x)|^2 \, dx = 1\}\).
The existence of solution to the Schrödinger equation was proved many years ago by applying direct, variational or topological methods. However, as far as we know, the result presented above and concerning continuous dependence of solutions on varying potential \(u(x)\) is new.
5. Remarks on biological oscillators

In the work presented above we obtain some results related to the technical or physical applications. Similar methods we can apply to the biological oscillators which are considered, among others, in Murray (2002).

The mathematical models of the oscillators are given by differential systems of the form

\[
\begin{align*}
\frac{d^2 x(t)}{dt^2} &= f(x^n(t)) - k_1 z^1(t) \\
\frac{d z^r(t)}{dt} &= z^{r-1}(t) - k_r z^r(t), \quad r = 2, 3, \ldots, n
\end{align*}
\]  

where \( f \) is a continuous function, \( k_i > 0, i = 1, 2, \ldots, n \).

System (15) is investigated with the Cauchy initial conditions or the Dirichlet boundary conditions.

In particular cases system (15) may be reduced to the scalar differential equation

\[
\psi^{(n)}(t) + a_{n-2}\psi^{(n-2)}(t) + \ldots + a_1\psi'(t) = \phi(t, \psi(t))
\]  

where \( n \) is an even natural number, \( a_i \in \mathbb{R}, \phi(t, \cdot) \) is a continuous function. Systems of this form are often referred to as the Newton system of the \( n \)-th order. (If \( n = 2 \), we have classical Newton system \( \psi^{(n)}(t) = \phi(t, \psi(t)) \) with \( a_2 \neq 0 \). The differential equation of the form (16) can be investigated by means of variational methods, in a similar way to equation (1).

6. Remarks on systems with variable mass

The variational method presented in the paper might be applied to the investigation of systems with variable mass. Let us consider an object \( Q \) with \( k \geq 1 \) engines \( I_s \) that emit gases with velocities \( v_s = v_s(t) \), \( s = 1, 2, \ldots, k \) \( t \in [0, T] \) for a fixed \( T > 0 \). For example \( Q \) might be an airplane, a rocket and the like, see for example Meriam & Kraige (2002).

A motion of the object \( Q \) in \( \mathbb{R}^n \) may be described by the equation

\[
m(t) \frac{dv(t)}{dt} = \sum_{s=1}^{k} (v_s(t) - v(t)) \frac{dm_s(t)}{dt} + f(t, x(t), u(t))
\]  

where \( m(t) \) is the mass of the object \( Q \) at time \( t \in [0, T] \); \( v_s(t) \) stands for the velocity of the emitted gas by the engine \( I_s \); \( v(t) \) denotes the velocity of the object \( Q \); \( m_s(t) \) is the mass of the engine \( I_s \); \( f \) denotes an external force (for example the gravity force) acting on the object \( Q \) that may depend on the location of object \( x(t) = x(0) + \int_0^t v(\tau) d\tau \), and finally \( u(t) \) is a control.

The equation (17) is so called the Meščerskii equation and appears in mathematical models of systems with variable mass (see Kosmodemianskii (1966), Peraire (2002), Meščerskii (1962)).

In a particular case, if we assume that \( f = 0, k = 1 \) and \( v_1(t) - v(t) = const \), then the equation (17) reduces to the Tsiolkovskii equation of the form

\[
m(t) \frac{dv(t)}{dt} = c \frac{dm(t)}{dt}.
\]  

Integrating the equation (18), we obtain

\[
v(t) - v(0) = c \ln \frac{m(t)}{m(0)}.
\]
The equation (19) describes the dependence of the increase in the velocity of the object $Q$ and the loss in its mass. In the same way we can interpret a solution to the equation (17). From the equation (19) it follows that the increase in velocity is a nonlinear function of mass. If $v (t) = x' (t)$ and $v_s (t) - v (t) = c (t)$, then the equation (17) has the form

$$x'' (t) = F (t, x (t), \mu (t), u (t))$$  \hspace{1cm} (20)

where $x (t)$ stands for the location of the object $Q$ at time $t \in [0, T]$, $\mu = (\mu_1, \mu_2, \ldots, \mu_k)$ with $\mu_s (t) = \frac{dm_s (t)}{dt}$, $s = 1, 2, \ldots, k$, $u (\cdot)$ is some external control and the function $F$ is given by

$$F (t, x, \mu, u) = \frac{1}{m (t)} \sum_{s=1}^{k} c_s (t) \mu_s (t) + f (t, x (t), u (t)).$$

Let us assume that a relative velocity of the emitted gas is a given function $c_s (t) = v_s (t) - v (t)$ for any $s = 1, 2, \ldots, k$ and $t \in [0, T]$. Moreover, for any $s = 1, 2, \ldots, k$, the function $\mu_s$ controls the power of the engine $I_s$ on the interval $[0, T]$.

The equation (20) may be considered with the boundary conditions of the Dirichlet type

$$x (0) = x_0, \ x (T) = x_T,$$  \hspace{1cm} (21)

and with the constrains on controls

$$\mu (\cdot) \in \mathcal{M} = \left\{ \mu (\cdot) \in L^\infty ([0, T], \mathbb{R}^k) ; \mu (t) \in M \subset \mathbb{R}^k \right\},$$  \hspace{1cm} (22)

$$u (\cdot) \in \mathcal{U} = \left\{ u (\cdot) \in L^\infty ([0, T], \mathbb{R}^m) ; \mu (t) \in U \subset \mathbb{R}^m \right\}$$

and state coordinates

$$\int_0^T \varphi (t, x (t)) \ dt \leq l.$$  \hspace{1cm} (23)

Let us consider the cost functional of the form

$$G (x, \mu, u) = \int_0^T g (t, x (t), \mu (t), u (t)) \ dt.$$  \hspace{1cm} (24)

We impose the following assumptions:

\begin{enumerate}
  \item[(M1)] the function $f : [0, T] \times \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n$ is continuous and linear with respect to $u$, \\
  \item[(M2)] the function $\varphi : [0, T] \times \mathbb{R}^n \rightarrow \mathbb{R}$ is continuous and convex with respect to $x$, \\
  \item[(M3)] the integrand $g : [0, T] \times \mathbb{R}^n \times \mathbb{R}^k \times \mathbb{R}^m \rightarrow \mathbb{R}$ is continuous and convex with respect to $(\mu, u)$.
\end{enumerate}

Applying the method presented in the first section of the chapter we can prove the theorem on the existence of optimal processes to system (20) – (24) that is analogous to Theorem 5.
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