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1. Introduction

Mobile robots navigation involves the design of navigation algorithms. There are several navigation methods for mobile robots and every time a new navigation algorithm is proposed, some comparisons with traditional algorithms are usually made, but there isn’t set of benchmarks globally accepted to assess the performance of algorithms. Despite the wide variety of studies and research on robot navigation systems, performance measures are often neglected in this research area, which makes it difficult to make an objective performance comparison (Wong et al., 2002); in general, use of quantitative metrics is limited to measuring the length of the path or the time needed by the robot to complete the task. Additionally, the lack of consensus on how to define or measure these systems impedes rigor and prevents evaluation of progress in this field and compare its different capabilities (Evans & Messina, 2000). As the degree of complexity in robotics is increasing, becomes necessary to establish proper approaches and benchmarking procedures, mainly for two reasons: first, reliable benchmarking is necessary in order to allow the comparison of the many robotics research results seeking this way to enable their industrial application. Second, to position the robotics as a serious science is important to consider the replication of experiments, i.e., it is important to verify whether a new procedure or algorithm proposed is really a breakthrough that can be used in new applications. This would be achieved only if it is determined which are the appropriate benchmarking procedures that allow to compare the actual practical results with reference to standard accepted procedures (Eurongemsig, 2008). However, by applying navigation comparison metrics of a mobile robot, such as the length of trajectory (path), collision risk and smoothness of trajectory, using a protocol, that is in a systematic and ordered way, works on mobile robots navigation algorithms can be systematized, and this will help researchers to decide which algorithm should be implemented in the vehicle.

This chapter describes aspects related with a procedure used for the performance evaluation of mobile robots navigation algorithms. First, several performance metrics used in the navigation of mobile robots are described, then, the protocol to be followed in the performance evaluation is defined, finally, the results are presented. To illustrate the procedure, we used simulation software.
2. Performance Metrics for Robot Navigation

Robot navigation is based in sensing of world (scenario), to compute the next motion, and actuation. (Minguez, 2008) cites a concise summary of several navigation methods: The potential field methods addressed the first sensor-based motions (Khatib, 1986; Krogh & Thorpe, 1986), the vector field histogram was the first alternative to do obstacle avoidance with uncertain sensor like ultrasounds (Borenstein & Koren, 1991), Elastic bands was the first technique combining planning and reaction schemas in a unified framework (Quinlan & Khatib, 1993), the dynamic window was the first technique to address kinematics and dynamics to carry out motion at high speeds (Fox et al., 1997), Curvature-Velocity method was a similar method developed alternatively (Simmons, 1996), Nearness diagram navigation was the first technique to address motion in troublesome scenarios (Minguez & Montano, 2004), etc.

Additionally, extensions of the previous techniques were developed, for example: Based in different potential functions (Tilove, R.B., 1990; Koren & Borenstein, 1991; Chenqing et al., 2000; Azarm & Schmith, 1994; Borenstein & Koren, 1989). Based in the vector field histogram (Ulrich & Borenstein, 1990; Ulrich & Borenstein, 2000; Borenstein & Raschke, 1992; Yang et al., 2000; Bell et al., 1994). Based in the elastic bands (Brock & Khatib, 2000; Khatib et al., 1997). Based in the dynamic window approach (Brock & Khatib, 1999; Stachniss & Burgard, 2002). Based in the nearness diagram (Minguez et al., 2004; Minguez, 2005; Marques, 2001), etc.

Also, there are hybrid methods that combine these techniques with tactical planners (Yang et al., 2000; Brock & Khatib, 1999; Minguez et al., 2001; Stachniss & Burgard, 2002; Philipsen & Siegwart, 2003).

The navigation system gives to robot the capability to move between given locations. There are several metrics that can be used to evaluate the performance of a navigation system, but none of them are able to indicate the quality of the whole system. Therefore it is necessary to use a combination of different indexes that quantify different aspects of the system. Having a good set of performance metrics is useful for: Optimizing algorithm parameters, testing navigation performance within a variety of work environments, making a quantitative comparison between algorithms, supporting algorithm development and helping with decisions about the adjustments required for a variety of aspects involved in system performance (Cielnialak et al., 2005).

In autonomous navigation and obstacle avoidance, typical performance criteria are: (Minguez, 2008), (Álvarez, 1998)

2. Path length: distance traveled to accomplish the task.
3. Time: time taken to accomplish the task.
4. Collisions: number of collisions per mission, per distance and per time.
5. Obstacle clearance: minimum and mean distance to the obstacles.
6. Robustness in narrow spaces: number of narrow passages successfully traversed.
7. Smoothness of the trajectory: relative to control effort.

This performance metrics can be classified in the following importance order:

A- Metrics that consider the security in the trajectory or proximity to obstacles
B- Metrics that consider the dimensions of the trajectory towards the goal
C- Metrics that evaluate the smoothness of the trajectory

In the following, a set of different performance metrics are described.
2.1 Security metrics (Álvarez, 1998)
These metrics express the relationship between the security with which the robot travels through a trajectory, taking into account the distance between the vehicle and the obstacles in its path.

Security Metric-1 (SM1): Mean distance between vehicle and the obstacles through the entire mission measured by all the sensors; the maximum value will be produced in an obstacle free environment. If the deviation of the index from its maximum value is low, it means that the chosen route passed through obstacles free area.

Security Metric-2 (SM2): Minimum mean distance to obstacles. This is taken from the average of the lowest value of the n sensors. This index gives an idea of the risk taken through the entire mission, in terms of the proximity to an obstacle. In an obstacles free environment SM1 = SM2 is satisfied.

Minimum Distance (Min): Minimum distance between any sensor and any obstacle through the entire trajectory. This index measures the maximum risk taken throughout the entire mission.

2.2 Dimension metrics
The trajectory towards the goal is considered in its time and space dimensions. In general, it is assumed that an optimal trajectory towards the goal is, whenever possible, a line with minimum length and zero curvature between the initial point \((x_0,y_0)\) and the finishing point \((x_f,y_f)\), covered in the minimum time.

Length of the Covered Trajectory \(L_c\): is the length of the entire covered trajectory by the vehicle from the initial point to the goal. For a trajectory in the x-y plane, composed of \(n\) points, and assuming the initial point as \((x_1, f(x_1))\) and the goal as \((x_n, f(x_n))\), \(L_c\) can be calculated as:

\[
P_c = \sum_{i=1}^{n-1} \sqrt{(x_{i+1} - x_i)^2 + (f(x_{i+1}) - f(x_i))^2}
\]  
(1)

Where \((x_i, f(x_i))\), \(i = 1, 2, \ldots, n\) are the \(n\) points of the trajectory in cartesian coordinates (Guo & Wang, 2003).

The length of a trajectory given by \(y = f(x)\), in the x-y plane between the points \((a, f(a))\) and \((b, f(b))\), can also be calculated as (Selekwa et al., 2004)

\[
P_{Laplace} \approx \int_a^b \sqrt{1 + (f'(x))^2} \, dx
\]  
(2)

Mean distance to the goal (Mgd): This metric can be applied to robots capable of following reference trajectories. An important aspect when determining the quality of the robot navigation system is the ability to follow a trajectory that aims to reach a goal, so, to evaluate the quality of the execution of the trajectory, the mean distance between the vehicle and goal is analyzed. The difference is more significant if the covered distance is shorter (Rosenblatt, 1997). The mean distance to the goal is defined by the square of the proximity to
the goal distance \( l_n \), integrated across the length of the trajectory and normalized by the total number of points \( n \):

\[
E_{\text{d}} = \min \left\{ \sqrt{n} \left( (x_i - x_n)^2 + (f(x_i) - f(x_n))^2 \right) \right\}
\]

Control Periods (LeM): It is the amount of control periods. This metric relates to the number of decisions taken by the planner to reach the goal. If the robot moves with constant lineal speed \( v \), this gives an idea of the time needed to complete the mission (Álvarez, 1998).

### 2.3 Smoothness metrics

The smoothness of a trajectory shows the consistency between the decision-action relationship taken by the navigation system, and also, the ability to anticipate and to respond to events with sufficient speed (Rosenblatt, 1997). The smoothness in the way a trajectory is generated is a measure of the energy and time requirements for the movement; a smooth trajectory allows translates into energy and time savings (Dongqing, 2006). Additionally, a smooth trajectory is also beneficial to the mechanical structure of the vehicle.

**Bending Energy** \( B_E \): This is a function of the curvature, \( k \), used to evaluate the smoothness of the robot’s movement. For curves in the \( x-y \) plane, the curvature, \( k \), at any point \((x_i, f(x_i))\) across a trajectory is given by:

\[
k(x_i, f(x_i)) = \frac{f''(x_i)}{(1 + (f'(x_i))^2)^{\frac{3}{2}}}
\]

The bending energy can be understood as the energy needed to bend a rod to the desired shape (Aguirre & Gonzales, 2000). \( B_E \) can be calculated as the sum of the squares of the curvature at each point of the line \( k(x_i, f(x_i)) \), along the length of the line \( L \). So, the bending energy of a robot trajectory is given by:

\[
B_E = \frac{1}{n} \sum_{i=1}^{n} k^2 \left( x_i, f(x_i) \right)
\]

Where \( k \) \((x_i, f(x_i))\) is the curvature at each point of the robot trajectory and \( n \) is the number of points in the trajectory.

The value of \( B_E \) is an average and does not show with clarity enough that some trajectories are longer than others. Therefore, \( TB_E \) can be used instead; this metric takes into account the smoothness and length of the trajectory simultaneously.

---

Data acquisition in the mobile robot, which occurs during each control period, consists of an odometric system and a differential locomotion system (Muñoz et al., 2006). Data from the sensors include a range of \( d = 26.5 \) cm and \( a = 15 \) degree detection cone; figure 1b. The vehicle has an inherent speed to perform an easier and faster debugging phase before the first real experiment (Calisi et al., 2008).

The simulation framework is composed for a Giraa_02 mobile robot model (see Fig. 1a), and it is used to perform an easier and faster debugging phase before the first real experiment. (Calisi et al., 2008)

The Giraa_02 robot has a cylindrical structure of 30 cm diameter and approximately 20 cm circumference, for the simulation, only 8 infrared sensors were taken into account, these are currently not available (e.g. broken or used by another person) or not able to endure long running experiments (e.g. learning tasks). Finally, it is much easier to build scenarios using a simulator. The execution of robot programs inside a simulator offers the possibility of a generalization, escaping the limitations of the robot hardware and may therefore lead to more general solutions. Also, the simulation enables the evaluation of different alternatives during the design phase of navigation algorithms. Simulation is one of the most important tools in robotic development. It enables the evaluation of alternative designs during the design phase of the robot systems and may therefore lead to more general solutions.
$TB_E$ is defined by

$$TB_E = \int_a^b k^2(x)dx$$

(7)

And numerically,

$$TB_E = \sum_{i=1}^n k^2(x_i, f(x_i))$$

(8)

In a straighter trajectory, the values $B_E$ and $TB_E$ will be lower, which is desirable since the energy requirement is increased according to the increase in the curvature of the trajectory. Smoothness of Curvature ($Smoo$): is defined by the square of the change in the curvature $k$ of the trajectory of a vehicle with respect to the time, integrating along the length of the trajectory and normalized by the total time $t$ (Rosenblatt, 1997).

$$Smoo = \frac{\int_0^t \left(\frac{dk}{dt}\right)^2 ds}{t}$$

(9)

3. Simulation Framework

In this section it’s describe a simulation framework used for evaluation of mobile robot navigation algorithms. Simulation is one of the most important tools in robotic development. It enables the evaluation of different alternatives during the design phase of robot systems and may therefore lead to more general solutions. Also, the simulation supports the process of software development by providing a replacement for robots that are currently not available (e.g. broken or used by another person) or not able to endure long running experiments (e.g. learning tasks). Finally, it is much easier to build scenarios using a simulator. The execution of robot programs inside a simulator offers the possibility to perform an easier and faster debugging phase before the first real experiment. (Calisi et al, 2008)

The simulation framework is compound for a Giraa_02 mobile robot model (see Fig 1a), and a 6m x 4m structured environment with static obstacles (see Fig. 2). The Giraa_02 robot has a cylindrical structure of 30cm diameter and approximately 20cm height. It has 8 ultrasound and 8 infrared sensors distributed equally around the robot’s circumference, for the simulation, only 8 infrared sensors were taken into account, these have a range of $d=26.5$ cm and $a=15$ degree detection cone; figure 1b. The vehicle has an odometric system and a differential locomotion system (Muñoz et al., 2006).

Data acquisition in the mobile robot, which occurs during each control period, consists of the current position of the robot and its orientation $(x,y,\theta)$. The eight (8) proximity sensors are also read, the maximum reading being 26.5 cm, so that, if the robot spends $n$ control periods reaching the goal, there is an array of $n \times 11$, and $n$ sampling points per 11 pieces of data (3 coordinates and 8 sensors).
4. Definition of the evaluation protocol

In this section, it describes a protocol used for evaluating mobile robot navigation algorithms, and it explains the proposed benchmark for navigation algorithms.

An evaluation protocol is a systematic and ordered way to make the test. As a navigation benchmark, it is common to choose a “towards a goal” mission; the objective is to execute a navigation mission from a starting point to a final point (goal).

An order of importance for evaluating the navigation characteristics can be established as follows:

1. The mean distance between the vehicle and the obstacles during the trajectory
2. The distance covered by the vehicle between the starting point and the goal
3. The time needed to complete the mission
4. The smoothness of the trajectory

The first point considers the security of the trajectory and measures the risk taken by the robot in its movement towards the goal. The second and third points measure aspects related to the planning of the trajectory, and the fourth point considers the quality of the trajectory according to the energy and time required for the movement. These characteristics can be analyzed using the following set of performance metrics:

1. $SM_1$, $SM_2$, and $Min$ are proposed for evaluating security.
2. $PL$ and $LeM$ are proposed for evaluating the trajectory.
3. $TB_E$ is proposed for evaluating the smoothness of the trajectory.

For general purposes, only one metric is required for each one of the 3 categories described in section 2, but the use of various metrics helps to improve the analysis. In this case, the indexes were selected according to the capabilities of the GIRAA_02 mobile robot, considering the information provided by its data acquisition system; the readings from all the sensors are available for each point of the path, allowing the calculation of $SM_1$, $SM_2$, and $Min$. The $Mgd$ index does not apply in this navigation mission since it applies when a trajectory is followed; $TB_E$ is proposed because it analyses the smoothness and length of the path. Also, this metric is numerically simpler and more precise, making it easier to calculate than the other metrics.

5. Tests and Results (Muñoz et al, 2007)

The control algorithms provide basic capabilities for the mobile robot, such as the ability to evade obstacles and to generate a trajectory towards a goal. In this case, the framework is used for the evaluation of a navigation mission between two points (towards a goal). For this mission, it can use several navigation methods, like mentioned in section 2. As an example, we go to compare the performance of two methods: potential field and AFREB.

5.1 Control Algorithm 1

This is a reactive algorithm based on a potential field method (Khatib, 1986; Krogh & Thorpe, 1986), which produces two different behaviors: first, goal attraction, and second, obstacles repulsion (keep away from objects). The planning of the movement consists in the...
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proper combination of both behaviors in such a way that the robot reaches the goal without collisions (See fig 3.). This combination is achieved using a vector sum (Latombe, 1996).

Fig. 3. Diagram of navigation based in potential field method

Where

\((x,y, \Phi)\) : current position and orientation
\((x,y)\) : final goal position
\(S_i\) : sensors information (length measurement sensors)
\((V, \delta)\) : velocity and orientation angle commands
\((v, w)\) : linear and angular velocity

5.2 Control Algorithm 2

This control algorithm is based on reactive behaviors, denominated AFREB “adaptive fusion of reactive behaviors” (Zalzala & Morris, 1996), (Gachet et al, 1994). By using a neural net, an appropriate combination of the behaviors can be achieved, so that the system is able to perform tasks, such as navigation towards a goal, while evading obstacles in its path. The AFREB control architecture is depicted in Fig 4, basically consists of the following modules: behavioral fusion, fusion supervisor, behavior primitives \((1, 2, \ldots n)\), and executor.

A primitive behavior can be characterized by a temporal sequence of appropriate values for linear velocity \(v(i)\), and curvature \(k(i)\) which cause the robot to exhibit the prespecified response to sensorial information. Thus it is defined the output of a primitive behavior \(c(i)\) as a vector:

\[
c(i) = (v(i), k(i))^T
\] (10)
proper combination of both behaviors in such a way that the robot reaches the goal without collisions (See fig 3.). This combination is achieved using a vector sum (Latombe, 1996).

Where

- \((x,y, \Phi)\): current position and orientation
- \((x,y)\): final goal position
- \(c_1..c_n\): Behavior primitives output
- \(a_i\): Behavior weighs (coefficients)
- \(c\): Emergent behavior (mission), linear and angular velocity vector \((v, w)\)

The primitive behaviors implemented are:

- \(c_1\): goal attraction
- \(c_2\): perimeter following (contour left - CW)
- \(c_3\): perimeter following (contour right - CCW)
- \(c_4\): free space
- \(c_5\): keep away (from objects)

Fig. 4. Diagram of navigation based in AFREB

If \(c_1..c_n\) are the output of each primitive behavior, then the output of an emergent behavior (i.e., towards a goal, other mission, etc) is:

\[
c = \sum_{i=1}^{N} a_i c_i
\]  

(11)
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Where $a_i$ coefficients, with $0 \leq a_i \leq 1$, are found by an appropriate combination of measurement information provided by the perception system.

### 5.3 Results

The paths generated by the algorithms, in the scenario 1, are shown in figure 5. The table 1 summarizes the results obtained from the simulation using both control algorithms for all scenarios, according to the quality metrics proposed.

#### Table 1: Summary of Results

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Algorithm</th>
<th>Time (s)</th>
<th>Distance (m)</th>
<th>Smoothness</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Algorithm 1</td>
<td>35.2</td>
<td>12.5</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Algorithm 2</td>
<td>37.1</td>
<td>12.0</td>
<td>0.94</td>
</tr>
</tbody>
</table>

Fig. 5. Paths generated by the control algorithms

![Fig. 5](image)

Fig. 6. Smoothness of the trajectory, change in the robot heading each control period, generated by algorithm 1.

![Fig. 6](image)

Fig. 7. Smoothness of the trajectory, change in the robot heading each control period, generated by algorithm 2.

![Fig. 7](image)
Where $a_i$ coefficients, with $0 \leq a_i \leq 1$, are found by an appropriate combination of measurement information provided by the perception system.

5.3 Results

The paths generated by the algorithms, in the scenario 1, are shown in figure 5. The table 1 summarizes the results obtained from the simulation using both control algorithms for all scenarios, according to the quality metrics proposed.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Algorithm 1</th>
<th>Algorithm 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Start (50,50) Goal (500,300)</td>
<td>Fig. 5. Paths generated by the control algorithms</td>
<td></td>
</tr>
<tr>
<td>2. Start (100,170) Goal (470,350)</td>
<td>Fig. 6. Smoothness of the trajectory, change in the robot heading each control period, generated by algorithm 1.</td>
<td>Fig. 7. Smoothness of the trajectory, change in the robot heading each control period, generated by algorithm 2.</td>
</tr>
<tr>
<td>3. Start (50,350) Goal (400,205)</td>
<td>Fig. 8. Paths generated by the control algorithms in scenarios 2, 3, 4.</td>
<td></td>
</tr>
<tr>
<td>4. Start (50,350) Goal (195,175)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 8. Paths generated by the control algorithms in scenarios 2, 3, 4.
Algorithm 1

Algorithm 2

Scenario 5. Start point (350,50) Goal (530,210)

Scenario 6. Start point (300,350) Goal (500,340)

Fig. 9. Paths generated by the control algorithms in scenarios 5 and 6.

<table>
<thead>
<tr>
<th>Metric</th>
<th>SM1 [cm]</th>
<th>SM2 [cm]</th>
<th>Min [cm]</th>
<th>PL [cm]</th>
<th>LeM</th>
<th>TB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario</td>
<td>Alg. 1</td>
<td>Alg. 2</td>
<td>Alg. 1</td>
<td>Alg. 2</td>
<td>Alg. 1</td>
<td>Alg. 2</td>
</tr>
<tr>
<td>1</td>
<td>26.1</td>
<td>25.6</td>
<td>18.3</td>
<td>17.3</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>25.9</td>
<td>25.7</td>
<td>13.0</td>
<td>14.0</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>25.4</td>
<td>23.9</td>
<td>10.0</td>
<td>8.9</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>25.0</td>
<td>24.4</td>
<td>13.0</td>
<td>12.4</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>25.9</td>
<td>24.9</td>
<td>19.4</td>
<td>16.4</td>
<td>15</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>26.0</td>
<td>25.9</td>
<td>19.7</td>
<td>22.6</td>
<td>7</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 1. Robot performance

5.4 Analysis of results

In scenario 1, the algorithm 1 uses less control periods, and consequently takes less time to complete the mission, and covers a safer and shorter path, the figure 6 shows that algorithm 1 produces a great orientation change for each control period. The figure 7 shows a smaller change in the orientation during each control period, with consequent energy saving and less structural effort on the robot.
From table 1, it can be deduced that the difference between both algorithms in the trajectory and time taken is only 3.3% and 3.1% respectively. The robot programmed with algorithm 2 passed a minimum 7 cm from any obstacle, which is acceptable for a 30cm diameter robot; also, it showed approximately 65% less bending energy than algorithm 1. For these reasons, algorithm 2 can be considered the best choice.

The figures 8 and 9, shows other sceneries. The algorithm 1 has the tendency to generate safer trajectories, because the robot transits, on average, through zones that are farther from the obstacles, it is explained because the closer the robot is to the obstacles, the higher the repulsion potential, this way, the robot succeeds in keeping away from them. Despite Algorithm 2 is ruled by the same repulsion principle, the command that finally guides the robot, is a combination of 5 different behaviors, which reduces the role of the repulsion potential, but without having collisions. The main difference between all simulations is that Algorithm 2 generates smoother trajectories than Algorithm 1.

The wall following behavior CW and CCW present in Algorithm 2, makes the robot able to transit through narrow zones like corridors, keeping a safe distance from the obstacles and also generating smooth trajectories, which doesn’t happen with Algorithm 1 as it is seen in sceneries 3 and 4. In general, Algorithm 2 exhibits a better performance, the bending energy index is always smaller than in the Algorithm 1, even in the sceneries 2, 4 and 5, generates shorter trajectories and uses less time to complete the mission, and in the scenario 6, generates a safe trajectory.

6. Conclusion
This chapter provides an analysis on several performance metrics to contrast mobile robots navigation algorithms including safety, dimension and smoothness of the trajectory. The suggested metrics are quite straightforward, however, it has been shown that they can be used together to systematize simulated or experimental studies on control algorithms for mobile robot navigation.
A very simple application example was presented. The obtained results demonstrate the need to establish a procedure that can be used to analyze and compare control algorithms using several performance metrics. This is an open topic of research. It is becomes necessary to establish proper approaches and benchmarking procedures, for example, using standard framework of benchmarks for navigation algorithm and performance evaluation.
This metrics can be applied in simulated environments, but the performance metrics evaluation is more important in real environments. Many of the challenges in robot navigation come from the challenges of real environments, such an uncertainty in the sensors and the errors in odometry, and this, in general, is not considered in simulation.

7. References


www.intechopen.com


Mobile robots navigation includes different interrelated activities: (i) perception, as obtaining and interpreting sensory information; (ii) exploration, as the strategy that guides the robot to select the next direction to go; (iii) mapping, involving the construction of a spatial representation by using the sensory information perceived; (iv) localization, as the strategy to estimate the robot position within the spatial map; (v) path planning, as the strategy to find a path towards a goal location being optimal or not; and (vi) path execution, where motor actions are determined and adapted to environmental changes. The book addresses those activities by integrating results from the research work of several authors all over the world. Research cases are documented in 32 chapters organized within 7 categories next described.
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